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Preface 

The Canadian Semantic Web Working Symposium (CSWWS) 2006 is the first 
major event in Canada on the theme of semantic Web. It is the initiative of the 
Canadian Semantic Web Interest Group (SWIG) which gathers researchers 
supported by the Canadian Society for the Computational Studies of 
Intelligence (CSCSI). The SWIG is made of academic, government and 
industry representatives promoting emerging Semantic Web research 
initiatives in academia and industries in Canada with connections to similar 
groups world-wide. 

Given the attention the one day event CSWWS 2006 received, we are 
pleased to say that the short term objective of this symposium has been 
acheived. That is to say, many players in the community have acknowledged 
its contribution to the advancement of the semantic Web by facilitating the 
exchange of scientific knowledge among researchers in academia, industry and 
government in Canada. Based on this success, the long term objective of the 
SWIG is to develop a strong presence within the international Semantic Web 
community and foster a Canadian semantic Web industry. 

The CSWWS received a total of 29 contributions of which 25 where 
short/long papers, 2 positions papers and 2 tutorials. Although the majority 
came from Canada, we received contributions from several countries around 
the world like Austria, France, Iran, India, Netherland, Pakistan Switzerland, 
Turkey, and USA. After careful review of these contribution by the 
international program committee members, 13 papers, two tutorials on "MDA 
Standards for Ontology Development" and "State of Affairs in Semantic Web 
Services" were accepted for presentation of this one day event. In addition, 
positions papers were also included in the symposium for a birds of feather 
session. 

The program of this symposium covers a variety of well known topics of 
interest to the semantic Web community. They are Languages, tools and 
methodologies for the Semantic Web, Semantic Web-based ontology 
management and engineering, Semantic Web Services (description, discovery, 
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invocation, composition), Semantic Web-based Knowledge Management, 
Semantic Grid and semantic Grid services. Semantic Web for databases, 
Semantic Web Mining , Trust, privacy, security on the Semantic Web, 
Practical applications of the Semantic Web techniques in e-business, e-
commerce, e-government and e-leaming. Artificial intelligence methods and 
tools for the Semantic Web, Software agents on the Semantic Web, 
Visualization and modeling of the semantic Web. 

We sincerely thank the people without whom this event would not have 
been possible in the first place. First, our gratitude goes to the program 
committee members who actively took part in the evaluation process of the 
contributions submitted. Their frank criticisms, insightful comments and 
suggestions were indeed outstanding. Then, we need to acknowledge that this 
publication has been possible thanks to the recommendations of Michael 
Huhns at the University of South Carolina, Munindar Singh at University of 
North Carolina USA, Dieter Fensel at Vrije Universiteit in Netherland, Will 
Fitzgerald at NASA AMES Research Center, and Bruce Spencer at N.R.C, 
New Brunswick,Canada. 

April 3 2006 

Mamadou Tadiou Kone 

Daniel Lemire 
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Service-Oriented Computing: IVIultiagent 
Foundation, Robust Applications, and Research 
Agenda 

Michael N. Huhns 

Center of Information Technology at the University of South Carolina, USA. 
huhns@sc.edu 

Description of Talk 

In contrast to the original Web's content, which was designed for human use 
and comprehension, the Semantic Web's content is for computer use and un­
derstanding. Many organizations are attempting to make the Web computer-
friendly via Web services, but current incarnations of these technologies are 
subject to several limitations: 

A Web service knows only about itself— not about its users, 
clients, or customers. 

Web services are not designed to use and reconcile ontologies 
among each other or with their clients. 

Web services are passive until invoked; they can't provide alerts 
or updates when new information becomes available. 

Web services do not cooperate with each other or self-organize, 
although they can be composed by external systems. 

Overcoming the limitations appears to require agent-like capabilities. 
Agents have the potential to harmonize Web services' behaviors and reconcile 
and exploit Web sources' semantics. This talk focuses on the role of agents as 
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next-generation Web services and the business advantages that will result. It 
also specifies the research that is needed to achieve the results. 



A Semantic Web Mediation Architecture 

Michael Stollberg^ Emilia Cimpian^ Adrian Mocan\ and Dieter Fensel^'^ 

^ Digital Enterprise Research Institute Innsbruck (DERI Austria), Institute for 
Computer Science, University of Innsbruck, Technikerstrasse 21a, A-6020 Innsbruck, 
Austria. 
^ Digital Enterprise Research Institute (DERI Ireland), IDA Business Park, Lower 
Dangan, Galway, Ireland 

Abstract. Heterogeneity is an inherent characteristic of open and distributed 
environments like the Internet that can hamper Web resources and Web services from 
successful interoperation. Mediation can be used to resolve these issues, which are 
critical problems in the Semantic Web. Appropriate technologies for mediation need to 
cover two aspects: first, techniques for handling the different kinds of heterogeneity 
that can occur between Web resources, and secondly logical components that connect 
resources and apply required mediation technique along with invocation and execution 
facilities. This paper presents an integrated model for mediation on the Semantic Web 
with special attention to Semantic Web services that is developed around the Web 
Service Modeling Ontology WSMO. Covering both dimensions, we explain the 
techniques developed for handling different types of heterogeneity as well as the 
components and architecture for establishing interoperability on the Semantic Web if 
not given a priori. 

1 Introduction 

Due to its design principle of decentralization, the World Wide Web is a net­
work of decoupled, independently working computers. This makes the Web 
heterogeneous by nature: people create web sites and applications independ­
ently, resulting in mismatches that hamper information interchange and inter­
operability 4. In consequence, the Semantic Web - envisioned for better sup-
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porting information processing and computing over the Web on basis of on­
tologies and Web services as an augmentation of the existing Internet 3 - will 
be heterogeneous as well. Techniques for handling and resolving mismatches 
that hamper interoperability of Web resources require mediation, which be­
comes a central pillar of next generation Web technologies 8. 

In the early 1990ies, Wiederhold propagated so-called mediator-orientated 
architectures for heterogeneity handling in IT systems 26. In these 
architectures, mediators are integrated components capable of dynamically 
handling heterogeneities that hamper system components from successful 
interoperation. For generic, application independent mediation, the 
mechanisms for mismatch resolution need to work on a structural level based 
on declarative resource descriptions. A main merit of the Semantic Web is that 
resources carry semantic descriptions, which allows mediation techniques to 
be defined on a semantic level. Understanding Semantic Web services as an 
integrated technology for realizing the Semantic Web 24, OWL-S 14 defines 
an ontology for semantically describing Web services while remaining 
orthogonal to mediation 19. In contrast, the Web Service Modeling Ontology 
WSMO 13 identifies mediation as a first class citizen and in consequence 
defines mediators as a core element of Semantic Web services. 

This paper presents the mediation framework and techniques developed 
within WSMO as an integrated technology for handUng and resolving all kinds 
of heterogeneity that potentially occur on the Semantic Web. In order to attain 
a mediator-oriented architecture in accordance to Wiederhold's conception, our 
approach distinguishes two dimensions: (1) the mediation techniques for 
resolving different kinds of heterogeneities that can arise within the Semantic 
Web, (2) logical components that connect resources and apply required 
mediation techniques; these are embedded in a software architecture for 
dynamic invocation and execution. Figure 1 shows the structure of the 
mediation model that we subsequently explicate and position within related 
work in this paper. 
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Fig.l Dimensions of Mediation 

Throughout the paper we apply the well-studied Virtual Travel Agency use 
case for illustration. Referring to 25 for a detailed specification, a Web service 
provider VTA offers end-user travel services by dynamically using and 
aggregating other Web services. Requesters can define several different goals, 
e.g. buying train or flight tickets, booking hotels, as well as combination of 
these or similar travel related requests. For resource modelling, we use the 
Web Service Modeling Ontology Language WSML that provides a structural 
and logical language for WSMO 7. 

2 Mediation Levels and Techniques 

The first dimension of our model is concerned with the types of 
heterogeneities that can occur within the Semantic Web. Each heterogeneity 
type requires a specific technique for mismatch resolution, which we refer to 
as levels of mediation. Extending the heterogeneity types and corresponding 
mediation levels first identified in 8, developing Semantic Web technology has 
revealed the four types of heterogeneity enlisted below. We explain this 
categorization and then reveal mediation techniques for each level developed 
around WSMO. 

1. Terminology: Web services or other Web resources use different 
terminologies; e.g. one entity understands 'name' to be the full name of a 
person, and another one defines 'name' to only denote the family name. 
This can hamper successful interoperation on the semantic level, i.e. 
concerning the meaning of information. 
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2. Representation Format and Transfer Protocol: resources that interact 
use different formats or languages for information representation (e.g. 
HTML, XML, RDF, OWL, etc.), or different protocols for information 
transfer (e.g. HTTP, RPC, etc.); incompatibilities on this level obviously 
can hamper prosperous information interchange. 

3. Functionality: specific to Web services, this refers to functionalities of a 
provider and a requester that do not match exactly. This enforces 
complex and thus expensive reasoning procedures for detecting Web 
services usable for a given request; the need for such expensive 
operations can be reduced by gaining and utilizing knowledge on the 
functional heterogeneities, as explained below in more detail. 

4. Business Process: also specific to Web services, this denotes mismatches 
in the supported interaction behavior of Web services and clients. This 
can hamper successful interaction on a behavioral level for consumption 
or interaction of Web services. 

2.1 Data Level Mediation 

The first mediation level addresses the first two types of mediation identified 
above. As these are strongly interconnected and can be handled by similar 
techniques, they are consolidated as data level mediation 16. This provides a 
general mediation technique for Semantic Web applications. 

The most common type of mismatch in the Semantic Web occurs due to 
usage of different terminologies by entities that shall interchange information. 
Within ontology-based environments like the Semantic Web, this results from 
usage of heterogeneous ontologies as the terminological basis for resource or 
information descriptions. A main merit of ontologies is that such mismatches 
can be handled on a semantic level by so-called ontology integration 
techniques explained below in more detail. Regarding the second type of 
heterogeneity on representation formats and transfer protocols, a suitable way 
of resolving such heterogeneities is to lift the data from the syntactic to a 
semantic level on basis of ontologies, and then resolve the mismatches on this 
level 17 . 
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Techniques Used. 

The central mediation techniques for the data level are semantically enabled 
information integration techniques. Collectively referred to as ontology inte­
gration 1, the main techniques are ontology mapping, alignment, and merging 
that we briefly summarize in accordance to 18. 
• Ontology mapping involves the creation of a set of rules and axioms that 

precisely define how terms from one ontology relate with terms from the 
other ontology. These rules and axioms are expressed using a mapping 
language, as in the example given below. Ontology mapping refers to 
mapping definitions only, while none of the involved ontologies is changed 
or altered. 

• Ontology alignment has the role of bringing the involved ontologies in a 
mutual agreement. As for the ontology mapping technique, the ontologies 
are kept separately but at least one of them has to be altered such as the 
involved ontologies are "aligned" (i.e. they match) in their overlapping 

• ^̂ sfta/ogv merging results in creation of a new ontology that replaces the 
original ontologies. The merging can be done either by unification (all the 
terms from the involved ontologies are included and mismatches between 
the overlapping ones are resolved) or by intersection (only the overlapping 
terms are included and their mismatches reconciliated). 

Illustrative Example. 

Within the VTA use case, consider that a client uses a different ontology than 
the VTA Web service description. We consider the following example for 
illustrating one terminology mismatch handling: the ontology used by the 
requestor contains the concept station, and the one used by the provider 
contains the concept route: 

concept station 
startLocation impliesType boolean 
destination Location impliesType boolean 
name impliesType string 

concept route 
from hasType (0 1) string 
to hasType (0 1) string 

There are two terminological mismatches: (1) the attribute startLocation 
of the concept station corresponds to the attribute from in the route concept; 
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(2) the attribute destinationLocation of the concept station Corresponds to 
the attribute to of the route concept. In order to allow automated processing 
by ontology mapping, we need to create three mapping rules: one for stating 
the relation between the two concepts and two for imposing the mappings be­
tween their attributes. The following shows this using an abstract mapping 
language, propagated in 21 for higher flexibility and easier maintenance of 
mappings. 

Mapping(http://www.example.org/ontologies/TravelRequestOntology#station 
http://www.example.0rg/ontologies/TravelOfferOntology#route 
classMapping(one-way station route)) 

i\/lapping{http://www.example.org/ontologies/TravelRequestOntology#destination_Location 
http://www.example.0rg/ontologies/TravelOfferOntoiogy#to 
attributelVlapping( one-way 

[(station) destination_Location => city] [(route) to => string])) 
valueCondition(station [(station) destination_Location => boolean] true) 

l\/lapping(http://www.example.org/ontologies/TravelRequestOntology#start_Location 
http://www.example.0rg/ontologies/TravelOfferOntology#from 
attributeMapping( one-way 
[(station) start_Location => boolean] [(route) from => string])) 
valueCondition(station [(station) start_Location => boolean] true) 

2.2 Functional Level Mediation 

Heterogeneities on the functional level arise when the functionality provided 
by a Web service does not precisely match with the one requested by a client. 
For instance, in our VTA scenario a requester defines a goal for purchasing a 
ticket to travel from Innsbruck to Vienna without specifying the type of ticket 
(i.e. for a bus, train, or plane); an available Web service offers train tickets 
from Innsbruck to Vienna. Here, the Web service is only usable for solving the 
request under the condition that the ticket is a train ticket. 

We expect situations Uke this to be the common case for Web service usage. 
In order to determine the usability of a Web service for a given request -
commonly referred to as functional discovery, a central reasoning task for 
automated Web service usage - complex and thus expensive reasoning 
procedures are required 11. As this hampers efficiency of Semantic Web 
technologies with regard to Web scalability, we use so-called A-relations for 
denoting functional heterogeneities and allow omitting or reducing the need 
for such expensive operations. 
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Techniques Used 

The central technique for functional level mediation are A-relations that denote 
the explicit logical relationship between functional descriptions of Web 
services and goals. Functional descriptions are a central pillar of 
comprehensive Web service description frameworks like OWL-S and WSMO. 
Defined as conditions on pre- and post-states in some first-order logic derivate, 
they provide a black box description of normal runs of a Web service omitting 
information on how technical service invocation 12. 

Following 9, the desired relationship can most adequately be described as 
the logical difference between functional descriptions. For two given 
functional descriptions a and P as first-order logic formulas, the A-relation be­
tween them is defined as A(a, P) = (a ^ --p) v (-̂ a ^ p); this means that A 
contains those elements that are models for either a or p and not common to 
them. A A-relation defines a symmetric relation between a and p; when 
concatenating A(a, p) with either a or P we obtain logical equality with the 
respective other formula. This allows definition of beneficial algorithmic 
procedures for omitting or reducing the need of expensive reasoning op­
erations in functional Web service discovery. We refer to 23 for details on this 
technique. 
Illustrative Example. 

For purpose of illustration, we consider the A-relation between functional 
descriptions of the goal and the Web service in the example outlined above. 
The following gives the WSMO element definitions for (1) the postcondition 
of the goal capability (capabilities denote functional descriptions in WSMO 
13), and (2) the capability postcondition of the VTA Web service description. 

goal _"http://www.example.org/goals/goal 1" 
capability 
postcondition 
defined By 
?x memberOf ticket[passenger hasValue "IVIichael Stollberg, 

origin hasValue innsbruci<, destination hasValue Vienna, 
date hasValue 2006-01-20]. 

webService _"http://www.example.org/webservices/ws1" 
capability 
postcondition 
definedBy 
?x memberOf trainTicketfpassenger hasValue ?pass, 
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origin hasValue ?ori, destination tiasValue ?dest, 
date liasValue ?date] and 

?pass memberOf person and 
?ori memberOf city and ?dest memberOf city 
?date memberOf date and (?date >= currentdate). 

The A-relation between the postconditions is given below. It basically states 
defines all tickets that are not tickets to be models of A, and so forth for the 
attribute value types. Computable by the above formula, this explicates the A-
relation to denote the logical difference between the source and target 
component. 

?x memberOf ticl<et and not(?x memberOf trainTicl<et) and 
?x[passenger iiasValue ?pass, 

origin hasValue ?ori, destination hasValue ?dest, 
date tiasValue ?date] and 

?pass memberOf person and 
?ori memberOf city and ?dest memberOf city and 
?date memberOf date, 

concept route 
from hasType (0 1) string 
to hasType (0 1) string 

2.3 Process Level Mediation 

The third mediation technique is concerned with mismatches on the behavioral 
level that can occur during the Web service consumption or interaction. For 
instance, at some point during the consumption of a Web service 5 by a 
requester R, R expects an acknowledgement while S waits for the next input; 
so, the interaction process between R and S runs into a deadlock situation. 

Within the WSMO framework, this mediation level refers to the interaction 
behavior described in the so-called interfaces of a Web services 22. These 
specify the interaction behavior supported or expected by the Web service for 
consuming its functionality (choreography), and for interacting with other 
Web services that are aggregated in order to achieve the service functionality 
(orchestration). WSMO defines a formal description language that integrates 
ontologies with Abstract State Machines 5 for representing the dynamics of 
service interface descriptions. 
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Techniques Used 

Business process level mismatches can occur in every interaction a Web 
service is involved in. These heterogeneities can be resolved by inspecting the 
individual business processes of the entities that interact and trying to establish 
a valid process for interaction on basis of pre-defined mediation operations on 
business processes. 6 presents a prototype that supports the patterns for 
process level mismatch resolution shown in Figure 2. 
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PM 
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c) d) 

Business 
Partner 1 

A n. 
^Ar)iA 

PM 
A Business 

Partner 2 

e) 
Fig.2 Process Mediation Patterns - (a) Unexpected Message Stop, (b) Order 

Inversion, (c) Splitting, (d) Merging, (e) Dummy Acknowledgement 

Illustrative Example. 

The following exemplifies how the process mediation patterns can be applied 
for resolving a communication mismatch in the VTA scenario. A requestor R 
wants to first send information about the travel date, followed by the start 
location and end location of the trip; the provider P wants to receive first the 
route, and then the data of the trip. R and P use the ontologies with the 
concepts introduced in Section 2.1. 

Figure 3 gives an overview of this situation. The interaction between the re­
quester and the provider is initialized by an outgoing message from R with 
content of type date. But P expects an incoming message with a route. The 
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Process Mediator inspects the interaction behavior of R, determining that the 
second and third outgoing messages contain instances of station that can be 
mediated to route by the mappings defined above. Hence, the Process Media­
tor applies the order inversion pattern in order to hold the first message from 
R, and then - after data level mediation - uses the merging pattern; now, the in­
formation can be submitted to P in the expected order and terminology. 

R 
F 
Q 
U 
E 
S 
1 

date 

station 

station 

Processes Mediator 

"̂̂̂ ^̂"̂'"̂"-

route 

date 

S 
E 
R 
V 
1 
C 
E 

Fig.3 Example for Process Level Mediation 

3 Mediator Component Specification 

The second dimension of our mediation technology deals with the logical 
components that utilize the presented mediation techniques in order to resolve 
mismatches. With respect to the dynamic and evolving nature of the Semantic 
Web, essential design principles for a comprehensive mediation architecture 
are minimality, i.e. modularized mediation in distinct components, and strong 
decoupling with respect to reusability of mediation facilities 8. The following 
describes how this is realized within the concept of mediators in WSMO, 
explaining the conceptual model and the explicit logical definition of mediator 
components. 

3.1 iVIediator Typology 

WSMO defines four top level notions and provides a structure for semantic 
description of each 13. Understood to be the general elements of Semantic 
Web service technology, these are Ontologies that provide the formal termi­
nology definition for the domain of discourse. Goals that specify the objective 
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a client wants to achieve, Web services as the functionality implementation ac­
cessible over the Web, and Mediators for resolving possibly occurring mis­
matches. 

Four different types of mediators are distinguished that appear to be 
applicable within the Web service usage process 24. The mediator type is indi­
cated by a prefix denoting the type of the source and the target component; 
each mediator type applies those mediation technique required for resolving 
the heterogeneities that can possibly occur between the connected components. 
Figure 4 gives an overview of the WSMO mediator typology further explained 
below. 
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Fig. 4 WSMO Mediator Typology 

OO Mediators provide the data level mediation component. The source 
elements are ontologies or other 0 0 Mediators, while the target can be any 
WSMO top level element. The only mediation technique used is data level 
mediation. 0 0 Mediators provide a general mediation component for 
ontology-based applications. 

GG Mediators connect WSMO goals, i.e. both the source and target are 
goals. The mediation techniques used are (1) data mediation by usage of 0 0 
Mediators, and (2) functional level mediation on basis of A-relations that 
precisely define the logical relationship between source and target goals. As 
outlined in Section 2.2, the purpose of the latter is increasing the efficiency of 
functional discovery. 

WG Mediators connect Web services and goals in case a Web service is 
not usable for solving a goal a priori. WG Mediators can be defined in two di­
rections: either the source elements are one or more Web Services and the tar-
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get is a Goal, or the other way around. The used mediation techniques are (1) 
data level mediation by usage of 0 0 Mediators, (2) functional level mediation 
for establishing usability of a Web service for solving a Goal if not given a 
priori, and (3) process level mediation for resolving potential mismatches on 
the communication level between the source and target component. 

WW Mediators connect Web services that interact but are not compatible a 
priori. Its source and target components are Web services. The related 
mediation techniques are (1) data level mediation by usage of 0 0 Mediators, 
(2) functional level mediation for handling functional heterogeneities, and (3) 
process level mediation for resolving mismatches between the source and 
target service with respect to communication and coordination of interaction. 
Most commonly, the source component of a WW Mediator is a Web service W 
that aggregates other Web services Wi... W^in its orchestration, and the target 
component is one of the aggregated Web services Wy 

3.2 Logical Specification 

A main feature of the WSMO framework is that it defines the description 
structure of its elements as a meta-layer ontology, following OMG's Meta-
Object Facility 13. This allows explicit meta-model definitions of elements 
and their interrelation, thereby supporting semantic validation of element 
definitions and providing an unambiguous specification for execution. 

The meta-model ontological description of WSMO mediators consists of a 
superclass meddator that is refined within the distinct mediator types. It 
defines the source and target component of a mediator, the mediation 
techniques used for mismatch resolution, the imported other mediators, and 
non-functional properties as the means for element descriptions used in 
WSMO. While referring to 15 for detailed meta-model definitions of each 
WSMO mediator t3^e, the following inspects a concrete mediator definition in 
detail in order to explicate the presented model. 

The listing below shows a WG mediator from the VTA usage scenario that 
connects the Web service wsi and the Goal goaii for ticket purchasing as in­
troduced in Section 2.2. Apart from the A-relation for functional level media­
tion, imagine that the goal and the Web service use heterogeneous ontologies, 
so we need to apply data level mediation. Therefore, we use an 0 0 Mediator 
oomi that contains the mapping definitions outlined in Section 2.1. As the fa­
cility for executing the mappings, the data mediator provided in WSMX is 
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used (see next section); this is defined in the mediationService description 
slot. Moreover, process level mismatches might occur when the goal and Web 
service start interacting. Hence, the mediationService description slot indi­
cates that the WSMX Process Mediator (also see next section) is used for han­
dling these. 

wgMediator _"http://www.example.org/mediators/wgm1" 
source _"http://www.example.org/webservices/ws1" 
target _"http://www.example.org/goals/goal1" 
importsOntology 

{_"http://www.example.org/ontologies/TravelRequestOntolo 
gy" 

_"http://\AWw.example.org/ontologies/TravelOfferOntology"} 
usedMediators _"http://www.example.org/mediators/oom1" 
deltarelation 
definedBy 
?x memberOf... // omitted here (see section 2.2) 

mediationService {_"http://\A/ww.wsmx.org/datamediator" 
_"http://\A/ww. wsmx.org/processmediator"} 

This example reveals that WSMO mediators explicitly specify elements that 
are needed in order to establish interoperability between Web services if not 
given a priori. Apart from the source and target components, all mediation 
definitions (i.e. mappings and A-relations) are exphcitly specified as well as 
the components used for executing the mediation. Consequently, WSMO 
mediators provide a specification framework for mediation definition and 
execution whereby each element definition is modularized and decoupled to 
the maximum possible extent in order to achieve a flexible mediation 
tedmclGjQhision, the most important feature of mediator components is that 
they are minimal and modular components, meaning that each mediator only 
covers a minimal aspect of heterogeneity handling while several mediators 
might be used within a specific application scenario. Additionally, the model 
of WSMO mediators exhibits the following properties: 
• 0 0 Mediators provide a data level mediation component generally 

applicable for the Semantic Web; all data level mismatches are handled by 
0 0 Mediators via re-use in the Web service specific mediator types; 

• In case that the same Goals and Web services are connected by GG, WG, 
and WW Mediators, specific logical correlations exist between the A-
relations defined in the respective mediators. 
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4 Reference Implementation 

In order to demonstrate the implementability of the presented mediation 
framework and technology, the following outlines its realization within the 
Web Service Execution Environment WSMX 10, a reference implementation 
of the overall WSMO framework (homepage: www.wsmx.org). 

4.1 The Web Service Execution Environment WSMX 

The Web Service Execution Environment WSMX is a platform for automated 
discovery, selection, composition, invocation and execution of Semantic Web 
services. In order to enable automated usage of Semantic Web services, 
WSMX takes a WSMO goal specification as input and dynamically utilizes 
components required for resolving the goal. 

The WSMX architecture depicted in Figure 5 consists of two types of 
services: application services and base services. The former provide com­
ponents for central reasoning tasks for Semantic Web services Hke discovery, 
as required for automated goal resolution on the Problem Solving Layer. The 
base services offer low-level support such as reasoning or semantic based 
storage/retrieval mechanisms. For instance, the Process Mediator service may 
use a reasoner when analyzing candidate web services, previously retrieved 
from the repository. Dependent on the concrete goal to be solved and on 
available Web services, WSMX invokes respective application services. 
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Fig.5 WSMX Architecture 
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4.2 Dynamic Mediation invocation 

The WSMX Data Mediator 16 is invoked in two situations: during the 
discovery phase and during the communication phase. The need for data 
mediation is necessary when the ontologies of the goal and of the candidate or 
selected web service are different - in both the discovery or the communication 
phase. For data level heterogeneity handling, it uses the ontology mapping 
technique described above to resolve the mismatches that can appear between 
two given ontologies. The mappings between ontologies are created in a semi­
automatic manner during design time and stored in a persistent storage. That 
is, these mappings are retrieved during run-time by WSMX and applied on the 
incoming data (i.e. ontology instances) to transform it from the terms of one 
ontology in the terms of another ontology (this process in known as instance 
transformation). The same mappings can also be used for determining which 
concepts from the mapped ontologies are semantically related (and how). The 
former functionality is required to enable the process level mediation (it solves 
the data heterogeneity for the communication stage), while the latter is 
required to enable the functional level mediation (solves the data heterogeneity 
that appears in the functional descriptions). 

The WSMX Process Mediator 6 works on the behavior interface 
descriptions of goals and the Web services (i.e. WSMO choreographies) to 
determine if the communication is interrupted by behavioral mismatches. As a 
consequence, the process mediator acts as an intermediary and maintains 
instances of the two choreographies analyzing what messages are expected and 
in what order. Following this analysis, the order of messages might be change 
by delaying, suppressing or even generating of fake messages as described in 
Section 2.3. It is worth noting that the analysis of sent and expected messages 
is done with the support of the data mediation level when the two choreo­
graphies use different ontologies. 

5 Related Work 

We are not aware of any other comprehensive model for mediation on the Se­
mantic Web, as most existing approaches for heterogeneity handling only ad­
dress partial aspects of mediation. However, while related work on the distinct 
mediation techniques is discussed elsewhere (see references in Section 2), the 
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following examines works on mediation architectures and positions our ap­
proach therein. 

An early approach for realizing a mediation technology that follows 
Wiederhold's propagation has been presented in the MedMaker project in the 
mid 1990s 20. The approach is based on a proprietary, not ontology-based de­
scription language for resources called the Object Exchange Model (OEM), 
and a Mediator Specification Language (MSL), which are both defined in first-
order logic. The latter is used for specifying rules that integrate heterogeneous 
OEM resource descriptions, thereby enabling information interchange between 
heterogeneous resources. The referenced paper further presents a system im­
plementation Mediator Specification Interpreter (MSI) that is capable of read­
ing and executing MSL specifications. This work can be seen as a predecessor 
of data level mediation as reahzed in 0 0 Mediators (see Section 3). OEM re­
fers to ontologies, respectively WSMO descriptions of goals and Web Ser­
vices, while MSL refers to ontology mapping languages for data level media­
tion. 

A more recent approach concerned with the formal specification of media­
tors as software components is presented in 2. Addressing process level media­
tion, the approach proposes eight basic mediation patterns - four for bilateral 
communicafion and four for the multilateral mediation patterns, along with 
combinations and refinements of the basic patterns. However, all these basic 
patterns as well as their combinations and refinements are defined as hard-
coded Abstract State Machines, and pre-defined predicates, obtaining in this 
way an inflexible, rigid model. In our approach we aim at being more flexible 
and support extensions of the process mediation patterns addressed. 

Concerning the needs for mediation within Semantic Web services, the Web 
Service Modeling Framework WSMF - the conceptual basis of WSMO - dis­
tinguishes three levels of mediation 8: (1) Data Level Mediation - mediation 
between heterogeneous data sources; (2) Protocol Level Mediation - mediation 
between heterogeneous communication protocols, and (3) Process Level Me­
diation - mediation between heterogeneous business processes. While we have 
adopted these levels and realized respective semantically techniques for mis­
match resolution, the framework presented here introduces functional media­
tion as a novel level. On basis of A-relations that explicitly denote the logical 
relationship between functional descriptions of goals and Web services, this 
allows increasing the efficiency of Semantic Web service technologies. 
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6 Conclusions and Future Work 

In this paper we have presented an integrated technology for mediation on the 
Semantic Web developed around WSMO. Heterogeneity being an inherent 
characteristic of the Web and hence its successors, the presented approach 
covers all aspects relevant for heterogeneity handling on the Web while re­
maining open to future developments on mismatch resolution techniques. 

The first dimension of the mediation model identifies the types of heteroge­
neity that potentially can occur on the Semantic Web - that is general Semantic 
Web applications and Web services in particular. With respect to the suitable 
techniques for mismatch resolution, we distinguish three levels of mediation: 
the data level, the functional level, and the process level. For each of these, we 
have outlined ongoing developments for semantically enabled mismatch reso­
lution techniques. The second dimension of our model deals with components 
for heterogeneity handling for which we provide WSMO mediators. Defined 
as logical elements, the four types of WSMO mediators allow explicitly speci­
fying the elements and components for establishing interoperability if not 
given a priori, whereby each mediator remains a minimal and modularized 
element itself. In order to demonstrate the realizability of the presented model, 
we have outlined its implementation within WSMX. 

The presented approach realizes Wiederhold's conception of mediator-
oriented architectures as follows. While Semantic Web and especially Seman­
tic Web services by definition have declarative resource descriptions, we have 
presented semantically enabled mediation techniques that allow general pur­
pose, application independent heterogeneity handling and resolution. Further­
more, WSMO mediators provide unambiguous logical definitions of the me­
diation components that can be executed dynamically with respect to the goal 
that is to be solved. 

In conclusion, we consider the presented mediation model to be sufficient 
for the Semantic Web as it defines architectural components that applies ap­
propriate mediation facilities for the types of heterogeneity that can appear be­
tween the core elements of Semantic Web service systems. The main merit of 
this model is that each mediator is minimal (i.e., it covers only a minimal as­
pect of heterogeneity handling), and modular (i.e., several mediators are com­
bined for specific application purposes). This enables reuse of mediation fa­
cilities and eases their maintenance within dynamic and evolving 
environments like the Internet. 
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Abstract. Social networks let the people find and know other people and benefit form 
their information. Semantic Web standard ontologies support social network sites for 
making use of other social networks information and hence help their expansion and 
unification, making them a huge social network. As social networks are public virtual 
social places much information may exist in them that may not be trustworthy to all. A 
mechanism in needed to rate coming news, reviews and opinions about a definite sub­
ject from users, according to each user preference. There should be a feature for users 
to specify how much they trust a friend and a mechanism to infer the trust from one 
user to another that is not directly a friend of the user so that a recommender site can 
benefit fi-om these trust ratings for showing trustworthy information to each user from 
her or his point of view from not only her or his directly trusted friends but also the 
other indirectly trusted users. This work suggests using fuzzy linguistic terms to spec­
ify trust to other users and proposes an algorithm for inferring trust from a person to 
another person that may be not directly connected in the trust graph of a social net­
work. The algorithm is implemented and compared to an algorithm that let the users to 
specify their trust with a number in a definite range. While according to the imprecise 
nature of the trust concept writing and reading a linguistic expression for trust is much 
more natural than a number for users, the results show that the algorithm offers more 
precise information than the previously used algorithm especially when contradictory 
beliefs should be composed and also when a more precise inference is potentially pos­
sible in searching deeper paths. As the trust graphs and inference are viewed ab­
stractly, they can be well employed in other multi agent systems. 
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1 Introduction 

All the information that we have is what we ourselves have devised or we have 
gotten from the others. The information we get from others about different 
subjects is obviously an important part of our knowledge bases. The social 
networks such as LiveJoumal (http://www.livejoumal.com), Orkut 
(http://www.orkut.com) and so on are growing and becoming more popular 
day by day. Web based social network sites offer many facilities to their users 
to find their friends, make new ones and specify their relationships. Some of 
them let their users to rate and write reviews about films, shows, events and so 
on. Millions of people are connected to each other in each of such social net­
works making a large relationship graph. Semantic Web community has pro­
posed a general ontology for people relationships in FOAF (friend of a friend) 
project (http://www.foaf-project.org/) and many social network sites also offer 
their user relationship information in accordance to this vocabulary in RDF 
(http://www.w3.org/RDF/) or OWL (http://www.w3.org/2004/OWL/) files. 
This makes the foundation for a large distributed social network comprising 
those individual social networks information. A person may know and be con­
nected to hundreds of people but may not know many others. The user may 
know how much she or he should rely on the persons she or he directly knows 
but how about the others? How much does she or he trust a review that is writ­
ten by a person she or he does not directly know? Recommender sites are fa­
vored that offer individualized recommendation for each user about a subject 
e.g. a film and also an ordered list of reviews from the other users that are di­
rectly or indirectly reliable for the user. There is a need to infer how much a 
person trusts another person in the social network that is not directly connected 
to the person provided that a person can only specify her or his trust to his di­
rect friends. 

Golbeck [1] has researched on trust in social networks and deduced some 
trust graphs properties from real networks and proposed an algorithm that has 
called TidalTrust algorithm for inferring trust in trust graphs the trust ratings in 
which can be numbers in a continuous range. 

While the users should specify their trusts to other persons as numbers in 
TidalTrust [1] algorithm, people naturally use linguistic expressions when they 
are asked about their trust to other individuals. People tend to specify their 
trust in expressions like very low, medium or high and so on and specifying 
trust in crisp numbers may seem odd to them. A user that trusts another user 
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by a medium high value may find no or Httle difference between 6 and 7 trust 
values in a trust value scale of 10. Similarly people hke to hear linguistic ex­
pressions when they ask others about their trust to an unknown person, al­
though this can be told more strongly when a subjective study of users sup­
ports it. In connection with the crisp nature of the TidalTrust algorithm, its 
averaging scheme for composition sometimes infers incorrect trust values. It 
seems that a crisp number is not enough for conveying accurate information 
especially contradictory information. Aside form the crisp view of trust, 
TidalTrust does not report the inference preciseness while the inference along 
a lowly trusted path even if yielding the same inferred trust value is less pre­
cise than the inference done along a highly trusted path. Also TidalTrust con­
fines the search to shortest paths while the information inferred from a long 
chain of people with high trust between them may be much more precise than 
the information inferred from a short chain of people with low trust between 
them. 

According to the aforementioned considerations about crisp view of trust 
and as trust is generally an ambiguous concept fuzzy logic seems an ideal for 
trust modeling and inference. This research proposes using fuzzy linguistic 
terms for specifying trust and offers an algorithm called FuzzyTrust algorithm 
for inferring trust in social networks with such linguistic terms trust ratings. 
The inference preciseness is also computed for each inference. The FuzzyTrust 
algorithm results agree well with the results of TidalTrust algorithm for corre­
sponding trust graphs while it outperforms the TidalTrust in reporting richer 
information especially in contradictory composition situations. A modified 
version of FuzzyTrust considers not only the shortest paths but also all the 
longer ones to find the strongest of all the possible paths and results show in­
ference preciseness improvement when longer paths are more trusted sources. 

This paper presents some properties of trust first and then the Golbeck's 
TidalTrust algorithm is explained and then the proposed FuzzyTrust algorithm 
is offered. Simulation and Results present the experiments and comparisons of 
the two algorithms and at the end conclusion and future works sections will 
conclude the paper. 
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2 Properties of Trust and Trust Graphs 

Although trust can be used in different contexts but its meaning is intuitive in 
each case. Modeling the persons as nodes and friendships or acquaintances as 
directed edges and trust values as edge labels, social networks are viewed as 
large directed graphs. The trust rating on an edge is the trust that the source 
node has to the sink or equally to the information coming from the sink. 

2.1 Asymmetry 

As two friends have different beliefs and have seen different behaviour form 
each other, although not usually, the trust they have to each other may be dif­
ferent. This is what makes the trust graph asymmetric. 

2.2 Transitivity 

Trust may seem not to be transitive i.e. if A highly trusts B and B highly trusts 
C it does not mean that A also highly trusts C. But it is usual that you ask one 
of your highly trusted friends about an unknown person and take his opinion 
as your own. Consider a case when A asks B about a film because A highly 
trusts B and B does not know about the film so B asks her or his highly trusted 
friend C that knows about the film while A is unaware of this relationship. B 
takes C's opinion as her or his own and gives it to A that will also take it as 
her or his own. A finally takes C's opinion. It is seen that trust is transitive in 
this sense. Transitivity lets the trust to a person to pass back through a chain of 
people. 

2.3 Composability 

If A does not know C, she or he asks her or his friends (Bs) about C. Different 
friends (Bs) may have different ideas about that person (C). Person A should 
compose the different ideas she or he receives about C from Bs to infer a 
unique idea about C. People naturally compose trust value when they receive 
them from different sources maybe giving higher importance to more trusted 
sources. 
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2.4 The Stronger Paths, the More Accurate Inference 

When you are to infer the trust to a person and you have the choice of two 
people chains that have the same depth, you certainly choose the chain that 
more trust is between the people along it. Golbeck [1] showed that paths with 
higher trust ratings cause better trust inference. 

2.5 The Shorter Paths, the More Accurate Inference 

When you hear news from a witness of an event you believe it more than when 
you hear from some one who has heard from a witness or when you get the 
news from a deeper chain of people. Similarly when the trust should be in­
ferred it is more desirable to be inferred from a shorter chain of people. Gol­
beck showed that shorter paths lead to more accurate trust inference results. 

She also has presented the following properties. People tend to use higher 
values of trust when they rate their connections. This is because people are 
naturally friend with people that they trust more. The people that are con­
nected with high trust ratings agree more and rate other people more similarly 
than people that are connected with low trust ratings. Also people with high 
trust rating connections have more common friends than people with lower 
ones. 

3 Tidal Trust Algorithm 

The TidalTrust algorithm supports the trust values to be numbers in a continu­
ous range. A simple algorithm for inferring trust in binary trust networks in 
which only 0 or 1 trust values are allowed where 1 indicates having trust to 
and 0 indicates having no idea of another person is presented first as a basis 
for the TidalTrust algorithm. While the pseudo code is a brief explanation, 
some simplified code snippets were prepared that were reviewed and simpli­
fied for reading while their formal object oriented structure were preserved. 
Contact the authors for them for more clarity as there is not enough room in 
the current text. The reader is recommended to follow these simplified codes 
along the algorithm explanation. 
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If source is adjacent to the sink 
return trust rating in the trust graph from the 

source to the sink, 
else 
compute the trust from the trusted neighbors of 
the source to the sink recursively. 
compute the inferred trust as a rounded average 
between the trust of the trusted neighbors to the 
sink. 

This algorithm simply returns the trust rating from the source to the sink if 
they are directly connected and if not, all the trusted neighbors trust to the sink 
are computed recursively and then an average of them and rounding makes the 
result. It should be noted that the neighbors with 1 trust rating participate in 
average computation and all 0 trust rated neighbors are ignored as they are be­
lieved to convey no trustworthy information. An extension to this algorithm is 
to round the trust only at the original source and retain the intermediate trust 
results as numbers in [0, 1] range. 

In order to extend the mentioned average to continuous trust ratings, 
weighted average is used. If trustgr represents trust rating and iTrustgr represent 
the inferred trust from s to r, iTrustsr is given by: 

^trusty. X iTrust.^ 
.rp J ieadjacent{s) 

ilrust^^ = =r- -
i&adjacent{s) 

TidalTrust makes use of the aforementioned properties of the shorter and 
the stronger paths. The most trustworthy information comes from highest 
trusted paths and lower trusted ones give lower trustworthy information. The 
strength property for a path is defined as the minimum trust rating along the 
path excluding the last trust rating in the path. The path strength from one 
node to another (considering all paths) is defined as the maximum path 
strength in all the paths between them and equally the path from source to sink 
strength value is the maximum trust value that at least one path from source to 
the sink with all the trust ratings along it excluding the last greater than or 
equal to the value can be found; this strength will be called the required 
strength. The reason behind excluding the last trust rating in path strength 
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computation is that although its value is of trust nature but it is the information 
that we get from the path and all the previous trust ratings along the path con­
tribute to the trust we have to this information. The strength of a path with zero 
length is the max value by definition. 

While the computation excluding the last trust rating is called strength com­
putation, the counterpart including the last trust rating is called the complete 
strength computation. Note that strength computation in the manner defined is 
only for the strength from the source to the sink computation and all the 
strength from the source to midway nodes computations in the incremental 
strength computation as presented in the algorithm are complete strength com­
putations. The algorithm presented in Golbeck dissertation does not attention 
to the difference of the last rating but the algorithm presented here for Tidal-
Trust has fixed this. 

TidalTrust algorithm proposes to limit the information used in averaging to 
higher trusted paths i.e. giving zero weight to neighbors along lower trusted 
ones. For inferring trust from a node to the sink, from the node's neighbors 
that have a path to the sink with a strength greater than or equal to the required 
strength and hence the trust from them to the sink can be inferred sufficiently 
strongly those with trust ratings to them greater than or equal to the required 
strength participate in averaging in TidalTrust algorithm so the weighted aver­
aging equation will become. 

^trust^^ X iTrust.^ 

iTrust^^ = "^^^^"^^""^ 
2^trust^, 

iGParticipating (s) 

Where 
Participating(s) = 
{n e Nodes | 
adjacent(s, n) and trust(s, n) > RequiredStrength 
and 
pathFromTo(p, n, r) and strength(p) > RequiredStrength} 

As it is mentioned shorter paths lead to more accurate inference so Tidal­
Trust seeks the shortest paths from the source to the sink by an algorithm simi­
lar to breadth first search and any other paths longer than the shortest ones are 
ignored and the nodes along them do not participate in the inference. 
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The TidalTrust algorithm which supports inference in trust graphs with con­
tinuous trust rating is as follows. Firstly the pseudo code is presented that con­
veys the main ideas and then a more delved explanation will come afterwards. 
Here is the pseudo code. 

The TidalTrust algorithm pseudo code 
Forward wave: The required strength computation 

Iterate the nodes from the source to the sink 
similar to the breadth first search level by level 
to find shortest paths. 
Set the path strength from source to any node in 
the next level using the previously set path 
strengths from the source to current level nodes. 

Backward wave: The trust from nodes to the sink infer­
ence 

Iterate the nodes form the sink to the source 
level by level. 
If the node is adjacent to the sink then its in­
ferred trust is simply its trust rating to the 
sink in the trust graph. 
Else (If the node is not adjacent to the sink) do 
weighted averaging on the neighbors with trust 
ratings to them greater than or equal to the re­
quired strength and that also have a path to the 
sink with a strength greater than or equal to the 
required strength and hence the trust from them to 
the sink is previously inferred strongly enough. 

The algorithm is named TidalTrust because computation flows from source 
to sink and then back from sink to source. The algorithm starts with the source 
node and iterates the adjacent nodes level by level similar to the breadth first 
search algorithm. Whenever a node is seen it is pushed to a stack to take the 
nodes in reverse order later. When a node that is not adjacent to the sink is vis­
ited, all its neighbors are marked visited and added to the next level search 
queue if they are not visited before. No previously visited nodes are placed in 
the next level queue nodes since they have been placed in the previous level 
queues and shorter paths to them are considered. The path strength to each of 
the next level search queue nodes are updated whenever a new path containing 
the current node from the source to them is found and as all the current level 
nodes are iterated before next level nodes, path strength values for next level 
nodes is finalized before they are iterated and hence can be used in updating 
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their next level nodes path strength values. Note that the trust ratings from the 
last level nodes directly to the sink do not contribute to the strength computa­
tion form the source to the sink. 

If a node is seen that is adjacent to the sink the minimum path length from 
the source to the sink is set and path strength from source to sink is updated. 
The functions min and max are supposed to return the minimum and maxi­
mum of their parameters respectively and the other parameter when one of the 
parameters has an invalid value. When all the current level nodes are iterated, 
depth variable is incremented, the next level search queue replaces the current 
one and iteration proceeds until all the nodes with a depth below or equal to 
the minimum depth are iterated. If the depth is equal to max integer value after 
the loop it means that it is never updated i.e. all the nodes in the connected 
component containing the source are iterated and no path from the source to 
the sink could be found, the trust can not be inferred and a dummy value is re­
turned instead of an inferred trust value. 

The nodes are popped from the stack and iterated in the reverse order. If a 
node is adjacent to the sink then its inferred trust to the sink is simply its trust 
rating to the sink in the trust graph. If not, the trust to the sink is computed 
from the inferred trusts of its neighbors to the sink according to the aforemen­
tioned weighted averaging formula. As the nodes are reversely iterated level 
by level from the sink to the source, the trusts values from all of a node 
neighbors to sink that are required for the trust inference of that node are set 
before the trust to sink value for the node is inferred. Only the neighbor nodes 
that the trust rating to them is greater than or equal to the required strength and 
are along a path to the sink stronger or as strong as the required strength 
should participate in the trust computation. If a neighbor node has a path to the 
sink with its strength greater than or equal to the required strength, its trust to 
the sink value is previously set to a trust value other than the dummy initial 
value. Aside with checking the inequality of the neighbor's trust to the sink to 
the dummy value, the trust rating from the node to the neighbor should also be 
higher than or equal to the required strength. The last trust value that is com­
puted is the source inferred trust to the sink that is returned as the result. 



Applying and Inferring Fuzzy Trust 32 

4 Fuzzy Trust Algorithm 

Fuzzy Trust algorithm supports the linguistic terms as trust rating of a node for 
another in the trust graph. The fuzzy membership functions for the linguistic 
terms such as low, medium, medium low, medium high and high can be de­
fined as depicted in Fig. 1. 

LowMedhiniLow Medium MediuniHigli Higli 

0 2.5 5 7.5 10 

Fig. 1. Fuzzy membership functions of trust linguistic terms 

The algorithm tries to compute trust from stronger and shorter paths similar 
to the TidalTrust algorithm so it performs a breadth-first-like search through 
the nodes to find shortest paths and also to find the path from source to sink 
strength fuzzy set. The path from source to sink strength fuzzy set is the 
maximum trust term fuzzy set that at least a path from the source to the sink 
with all the trust rating fuzzy sets along it excluding the last larger than or 
equal to that fuzzy set can be found; this will be called the required strength 
fuzzy set. It is considered that low, medium, medium low, medium, medium 
high and high fuzzy sets are in ascending order. 

The FuzzyTrust algorithm pseudo code 
Forward wave: The required strength fuzzy set computa­
tion 

Iterate the nodes from the source to the sink 
similar to the breadth first search level by level 
to find shortest paths. 
Set the path strength fuzzy set from source to any 
node in the next level using the previously set 
path strengths fuzzy sets from the source to cur­
rent level nodes. 

Backward wave: The trust from nodes to the sink infer­
ence 

Iterate the nodes form the sink to the source 
level by level. 
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If the node is adjacent to the sink then its in­
ferred trust fuzzy set is simply its trust rating 
fuzzy set to the sink in the fuzzy trust graph. 
Else (If the node is not adjacent to the sink) use 
fuzzy inference procedure on the neighbors with 
trust ratings to them greater than or equal to the 
required strength fuzzy set and that also have a 
path to the sink with a strength greater than or 
equal to the required strength fuzzy set and hence 
the trust from them to the sink is previously in­
ferred strongly enough. 

The algorithm is structurally similar to the TidalTrust algorithm excluding 
the inference. When the nodes are popped and iterated in the reverse order if a 
node is adjacent to the sink its inferred trust to the sink is simply its trust rating 
to the sink in the fuzzy trust graph. If the node is not adjacent to the sink, its 
inferred trust fuzzy set to the sink should be computed from all the neighbors 
that have a sufficiently strong path to the sink and the trust rating from the 
node to them is larger than the required strength fuzzy set. Only the neighbors 
that satisfy these two conditions participate in the trust inference. If a node's 
neighbor has an enough strong path i.e. a path with the strength fuzzy set of 
larger than or equal to the required strength fuzzy set, its trust to the sink is set 
to a value other than the dummy initial value before the trust inference for the 
node is performed. 

For the fuzzy inference a fuzzy set named Acceptable trust fuzzy set is de­
fined according to the required strength fuzzy set with a linear membership 
function having value 0 at 0 and value 1 at 10. The Acceptable fuzzy set for 
medium low required strength is shown in Fig. 2. 

Acceptable Fiizrv' Set 

0 2.5 5 7.5 10 

Fig. 2. Acceptable Fuzzy Set 
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The fuzzy inference is done according to the fuzzy inference rules. If the 
trust rating fuzzy set from the node to the neighbor is denoted by Trust-
ToNeighbor and the neighbor's trust fiizzy set to the sink is denoted by 
NeighborTrustToSink, the only fuzzy rule is as follows: 

if \TrustToNeighbor is Acceptable) 

then (^rustToSink is NeighborTrustToSink) 

Note the similarity of the rule to how people get a friend opinion as their 
own about an unknown matter if they acceptably trust the friend. The Accept­
able fuzzy set is defined so that the firing rate plays the same role as the 
weight in weighed averaging that is giving an importance to the neighbor trust 
to the sink proportional to the node trust rating to the neighbor. The inference 
with different neighbors' data yields different experiences and the fuzzy union 
of them makes the final result fuzzy set. 

What the FuzzyTrust algorithm returns is the inferred trust fuzzy set. To 
make the inferred trust value comprehendible to the user the result fuzzy set 
should be approximated to the most similar fuzzy set of the known terms fuzzy 
sets or the known terms with hedges such as very, more or less, more than and 
so on fuzzy sets or a disjunction of them and report the corresponding linguis­
tic expression such as "medium or more or less high" to the user. The similar­
ity of two fuzzy sets A and B is defined as: 

Where || is the cardinality of a fuzzy set that is defined as: 

x&SupportSet 

A simple procedure for yielding approximating linguistic expressions is to 
prepare all the possible combination of the terms and hedges and find the most 
similar one by an exhaustive similarity computation for them and the inferred 
fuzzy set although more intelligent algorithms may be possible. The whole 
fuzzy inference procedure can be summarized as in Fig. 3. 
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Fig. 3. The fuzzy trust inference 

As inference is done along the paths with at least the required strength, the 
minimum trust rating to any neighbor node participating in the trust inference 
is the required strength so the inference is trusted at least by the required 
strength value. Therefore the required strength computed along the inference 
procedure is reported as the inference preciseness. 

The basic algorithm is modified to benefit from longer paths. The 
AllLengthFuzzyTrust algorithm does not stop the search when the sink node is 
visited for the first time but the search continues until no other unvisited nodes 
can be found. Allowing longer paths to participate in the trust inference makes 
information from other nodes available aside from its own trust rating to the 
sink for trust inference from a source that the sink is its direct neighbor. This 
corresponds to the situation when someone knows another but also gets help 
about his trusted friends about him. So the pseudo code for AllLengthFuzzy-
Trust algorithm is: 

The AllLengthFuzzyTrust algorithm pseudo code 
Forward wave: The required strength fuzzy set computa­
tion 

Iterate the nodes from the source to the sink 
similar to the breadth first search level by level 
to find all the paths. 
Set the path strength fuzzy set from source to any 
node in the next level using the previously set 
path strengths fuzzy sets from the source to cur­
rent level nodes. 

Backward wave: The trust from nodes to the sink infer­
ence 

Iterate the nodes form the sink to the source 
level by level. 
If the node is not adjacent to the sink use fuzzy 
inference procedure on the neighbors with trust 
ratings to them greater than or equal to the re­
quired strength fuzzy set and that also have a 
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path to the sink with a strength greater than or 
equal to the required strength fuzzy set and hence 
the trust from them to the sink is previously in­
ferred strongly enough. 
Else (If the node is adjacent to the sink) then 
its inferred trust fuzzy set is the result of 
fuzzy inference on its direct trust rating fuzzy 
set to the sink in the fuzzy trust graph with a 
high trust to it among information coming from the 
qualified neighbors with conditions of the same as 
in the if part. 

This algorithm leads to more precise inference when deeper paths conduct 
more trusted information. 

5 Simulation and Results 

The graph depicted in Fig. 4 is used as the graph for TidalTrust Algorithm 
simulation. All the trust values are 0, 2.5, 5, 7.5 or 10 although they could be 
any number in the [0, 10] range. These values are selected deliberately because 
all of them are only and completely belonging to one of the terms fuzzy sets 
and so the corresponding fuzzy trust graph of the trust graph in Fig. 4 is the 
fuzzy trust graph in Fig. 5. This correspondence helps in comparing the two algo­
rithms. The trust inference is reported for every node from A to L to any other 
one form A to L in the simulations for brevity. 
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Fig. 4. Trust Graph for TidalTmst Algorithm 

Fig. 5. Trust Graph for Fuzzy Trust Algorithm 

The result values of TidalTrust algorithm is shown in Table 1. The linguistic 
expressions of approximating fuzzy sets of Fuzzy Trust algorithm result fuzzy 
sets by Larsen implication method is shown in Table 2. The inferred fuzzy sets 
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are approximated to linguistic expressions that could contain one "or" connec­
tive on trust terms that could have very or somewhat hedges. The term abbre­
viations are written for the sake of briefness. The shown fuzzy expressions are 
the expressions the fuzzy set of which are most similar to the inferred fuzzy 
sets. Table 3 shows the inference preciseness for each node pair trust infer­
ence. Membership values of the TidalTrust algorithm result values in the ap­
proximating fuzzy sets with the Larsen implication method is shown in Table 
4. 

Table 1. TidalTrust results 

A 
B 
C 
D 
E 
F 
G 
H 
1 
J 
K 
L 

A 

.... 
7.5 
7.5 
10 
7.5 
7.5 
10 
10 
7.5 

.... 
10 

.... 

B 
5 

.... 
5 
5 
5 
5 
5 
5 
5 

.... 
5 

.... 

C 
7.5 
7.5 

..._ 
7.5 
7.5 
7.5 
7.5 
7.5 
7.5 

.... 
7.5 

— 

D 
10 
10 
10 
„ _ . 

10 
10 
10 
10 
10 
. _ „ 

10 

.... 

E 
7.5 
7.5 
7.5 
7.5 

.... 
7.5 
7.5 
7.5 
7.5 

.._. 
7.5 

— 

F 
5 
0 
5 
3 
3 

.— 
3 
3 
5 

.... 
5 

— 

G 
2.5 
5.7 
10 
2.5 
5.7 
5.7 

.... 
5.7 
5.7 

.... 
2.5 

— 

H 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 

.... 
2.5 

_.__ 
2.5 

.... 

I 
5 
5 
5 
5 
5 
5 
5 
5 

.... 

.... 
5 

— 

J 
10 
5 
10 
5 
5 
7.5 
10 
0 
10 

.... 
10 

.— 

K 
2.5 
2.5 
2.5 
3.8 
2.5 
2.5 
2.5 
5 
2.5 

.... 

.... 

.... 

L 
7.5 
8.8 
7.5 
3 
8.8 
7.5 
7.5 
0 
10 
7.5 
0 

— 

Table 2. Fuzzy Trust results (Linguistic expressions of the most similar fuzzy 
sets approximating the inferred fuzzy sets) 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 

A 

.... 
MH 
MH 
H 
MH 
MH 
H 
H 
MH 

.... 
H 

.... 

B 
M 

.... 
M 
M 
M 
M 
M 
M 
M 

.... 
M 

.... 

C 
MH 
MH 

.... 
MH 
MH 
MH 
MH 
MH 
MH 

.... 
MH 

— 

D 
H 
H 
H 

.... 
H 
H 
H 
H 
H 

.... 
H 

— 

E 
MH 
MH 
MH 
MH 

— 
MH 
MH 
MH 
MH 

.... 
MH 

.... 

F 
M 
L 
M 
very L or M 
very L or M 

.... 
very L or M 
very L or M 
M 

.... 
M 

.... 

G 
ML 
MLorH 
H 
ML 
MLorH 
MLorH 

— 
MLorH 
MLorH 

.... 
ML 

.... 

H 
ML 
ML 
ML 
ML 
ML 
ML 
ML 

.... 
ML 

.... 
ML 

— 

I 
M 
M 
M 
M 
M 
M 
M 
M 

.... 

.... 
M 

— 

J 
H 
M 
H 
LorH 
M 
MH 
H 
L 
H 

-..-
H 

.... 

K 
ML 
ML 
ML 
MLorM 
ML 
ML 
ML 
M 
ML 

.... 

.... 
— 

L 
MH 
MHorH 
MH 
LorMH 
MHorH 
MH 
MH 
L 
H 
MH 
L 

— 

Table 3. ] 

A 
B 
C 
D 
E 

A 

.... 
M 
M 
ML 
M 

[nference preciseness 

B 
H 

.— 
M 
ML 
M 

C 
H 
M 

.... 
ML 
M 

D 
H 
M 
M 

.... 
M 

E 
M 
H 
M 
ML 

— 

F 
MH 
H 
H 
ML 
M 

G 
H 
M 
H 
H 
M 

H 
H 
M 
M 
H 
M 

I 
M 
MH 
M 
ML 
H 

J 
MH 
MH 
H 
ML 
H 

K 
MH 
M 
H 
ML 
M 

L 
MH 
M 
H 
ML 
M 
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F 
G 
H 
I 
J 
K 
L 

M 
ML 
M 
H 

.... 
H 

— 

M 
ML 
M 
MH 

.... 
H 

.... 

M 
ML 
M 
MH 

.... 
H 

.... 

M 
ML 
M 
MH 

.... 
H 

.... 

M 
ML 
M 
M 

— 
M 

— 

.... 
ML 
M 
MH 

.... 
MH 

— 

M 

.... 
M 
MH 

.... 
H 

.... 

M 
ML 

.... 
MH 

.... 
H 

— 

H 
ML 
M 

.... 

.... 
M 

.... 

H 
H 
H 
MH 

.... 
MH 

.... 

M 
H 
H 
MH 

.... 

.... 

.... 

MH 
H 
M 
H 
H 
H 

.... 

Table 4. TidalTrust result values membership in Fuzzy Trust result fuzzy sets 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 

A 

.... 

.... 
1 

.... 

B 
1 

— 

.... 
1 

.... 

C 

.... 

.... 
1 

.... 

D 

.... 

.... 
1 

.... 

E 

.... 

.... 
1 

.... 

F 
1 
1 
1 
0 
0 

.... 
0 
0 
1 

.... 
1 

.... 

G 
I 
0 
1 
1 
0 
0 

.... 
0 
0 

.... 
1 

.... 

H 
1 
1 
1 
1 
1 
1 
1 

.— 
1 

.... 
1 

.._-

— 
-.._ 
1 

.... 

J 

0 

.... 
1 

.... 

K 

0.5 

.... 

.... 

.... 

L 
1 
0.5 
1 
0 
0.5 
1 
1 
1 
1 
1 
1 

.... 
Average = 0.8945945945945947 

Table 5. Absolute difference between TidalTrust values and defuzzified va­
lues of FuzzyTmst inferred fuzzy sets 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 

A 

.... 
0 
0 
0.8 
0 
0 
0.8 
0.8 
0 

.... 
0.8 

.... 

B 
0 

.... 
0 
0 
0 
0 
0 
0 
0 

.... 
0 

.... 

c 
0 
0 

.... 
0 
0 
0 
0 
0 
0 

_-. 
0 

.... 

D 

.... 

— 
1 
. . „ 

E 
0 
0 
0 
0 

.... 
0 
0 
0 
0 
. . „ 

0 

.... 

F 
0 
1 
0 
1 
1 

.... 
1 
1 
0 

__.. 
0 

.... 

G 
0 
L3 
0.8 
0 
L3 
L3 

— 
L3 
L3 

.... 
0 

.... 

H 
0 
0 
0 
0 
0 
0 
0 

.... 
0 

.... 
0 

.... 

I 
0 
0 
0 
0 
0 
0 
0 
0 

.... 

.... 
0 

.... 

J 
0.8 
0 
0.8 
0 
0 
0 
0.8 
0.8 
0.8 

.... 
0.8 

.... 

K 
0 
0 
0 
0 
0 
0 
0 
0 
0 

.... 

.... 

.... 

L 
0 
0.8 
0 
2.3 
0.8 
0 
0 
0.8 
0.8 
0 
0.8 

.... 
Average = 0.3058253058253062 

Table 6. AllLengthFuzzyTrust algorithm 

AtoL 
BtoL 
CtoL 
DtoL 

FuzzyTmst 

MH 
MHorH 
MH 
LorMH 

FuzzyTrust preciseness 

MH 
M 
H 
ML 

AllLengthFuzzyTrust 

MH 
*L 
MH 
*M or MH 

AllLengthFuzzyTrust preciseness 

MH 
*MH 
H 
ML 
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EtoL 
FtoL 
GtoL 
HtoL 
ItoL 
JtoL 
KtoL 
LtoL 
MtoL 
NtoL 
OtoL 
PtoL 
QtoL 
RtoL 

MHorH 
MH 
MH 
L 
H 
MH 
L 

.— 
L 
MorMH 
L 
ML 
MH 
M 

M 
MH 
H 
M 
H 
H 
H 

.... 
H 
H 
H 
H 
H 
H 

*L 
MH 
MH 
*M or MH 
H 
MH 
L 

.... 
L 
MorMH 
L 
ML 
MH 
M 

*H 
MH 
H 
*H 
H 
H 
H 

___. 
H 
H 
H 
H 
H 
H 

The average near one shows that the two algorithms agree generally in the 
results. The two algorithm results differ more when contradictory information 
should be composed for trust inference. One of the membership values in Ta­
ble 4 that is 0 is the membership value from D to J meaning that the two algo­
rithms results are completely different. There are two shortest paths from D to 
J that both participate in trust computations. The two neighbors G and H are 
trusted to the same amount so they take part the same in D to J trust value in­
ference. The neighbor nodes G and H have contrary trust recommendations for 
node J that is trust of one of them to J is high (10) while the other one's is low 
(0). The TidalTrust algorithm simply takes the average of 0 and 10, yielding 
the 5 value that is a value just in between (medium), none of the neighbors be­
lieve in it in fact. The FuzzyTrust algorithm with Larsen method result linguis­
tic expression is "Low or high". While FuzzyTrust result is exactly the infor­
mation that exists in the trust graph, TidalTrust algorithm fails to exactly 
convey the information existing in the trust graph due to its improper composi­
tion scheme that is averaging. A crisp number is incapable of conveying 
enough information in fact. Similar arguments can be brought for other node 
pairs that two algorithm results do not completely agree. That averaging as the 
composition strategy infers trust wrongly when the neighbors give contradic­
tory information is mainly why these differences occur. 

The Absolute difference between TidalTrust results and defuzzified Fuzzy­
Trust inferred fuzzy sets are shown in Table 5. Note that the difference for D 
to J is zero meaning that the result of TidalTrust algorithm can be gotten from 
the FuzzyTrust algorithm result. The average of 0.3 in the [0, 10] range of trust 
indicates very little difference. This little average difference suggests that the 
TidalTrust results are contained in or can be computed from FuzzyTrust re­
sults by defuzzification. 
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As TidalTrust crisp trust values can also be approximated to the trust term 
fuzzy set with the maximum membership function value, the two heterogene­
ous trust inference systems that one of them computes trust with TidalTrust al­
gorithm and the other one with Fuzzy Trust algorithm can also cooperate suc­
cessfully and benefit from each other's trust graph information and inference. 

The AllLengthFuzzy Trust algorithm is compared to the Fuzzy Trust algo­
rithm in Table 6. The Fuzzy Trust algorithm results and their preciseness are 
written in column two and three and the AllLengthFuzzy Trust algorithm re­
sults and preciseness are in fourth and fifth respectively where star depicts a 
result difference between the algorithms. The three stars in the fifth column 
correspond to the node pairs (B to L, E to L and H to L) that more strong paths 
than the shortest ones exist for them that are well utilized for a more precise 
inference by the AllLengthFuzzy Trust algorithm. 

6 Conclusion and Future Work 

The inference simulations show that the Fuzzy Trust algorithm results gener­
ally agree with TidalTrust results but FuzzyTrust algorithm reports richer ex­
pressions that match more with the information existing in the trust graph than 
TidalTrust algorithm especially when contradictory information should be 
composed for the trust inference. Also the fuzzy linguistic expressions are 
much more desirable for the user to write and read about trust values. The in­
ference preciseness values that are also reported for each inference are im­
proved by AllLengthFuzzyTrust algorithm that searches not only the shortest 
paths but also any other to perform the inference from the most trusted exist­
ing paths. 

The algorithms make use of strongest paths while other path may also have 
useful information. Less strong paths are pruned in the algorithms while they 
have even little information. The future work of this research involves benefit­
ing from weaker paths in the inference (AllLengthAllStrengthFuzzyTrust algo­
rithm). 

Besides the advantages it should be mentioned that fuzzy inference has a 
more computational load that averaging. The simulations show that Fuzzy-
Trust infers trust well theoretically but a study of real world network of users 
will show clearly if the fuzzy calculated trust values superior in with real us­
ers. 
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Although the work targeted the social networks, ideas are proposed ab­
stractly enough in trust graph modeling. The abstract node can be a social net­
work user, a software mobile agent, a robot of a cooperating team or a seman­
tic web URL TidalTrust and FuzzyTrust that are structurally similar need 
global trust information in the trust graph format. This need can be satisfied in 
a society of social networks size but not easily for network of the web size. 
The most important issue to address before deploying the algorithm in seman­
tic web trust layer may be distributiveness. The two algorithms can be dis-
tributively employed if the nodes are computational entities and each compute 
path strength form the source to it, convey it to its neighbors and infer its own 
trust to the sink but a lot of synchronization that is needed for the algorithms 
level by level computations should be done that seems highly impractical in 
the web. Although investigating different paths is valuable for the sake of 
more trusted information and better inference but scalability may be more im­
portant. A model and algorithm should be well distributed to become the trust 
modeling and inference algorithm for the semantic web trust layer. The path 
searching can be eliminated towards localization and each computational node 
can infer its trust from all the information coming from all the neighbors ac­
cording to its trust to them using the same fuzzy inference rule or other fuzzy 
information composition procedures that are under study. 
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Abstract. In the context of the Semantic Web, it may be beneficial for a user (con­
sumer) to receive ratings from other users (advisors) regarding the reliability of an in­
formation source (provider). We offer a method for building more effective social 
networks of trust by critiquing the ratings provided by the advisors. Our approach 
models the consumer's private reputations of advisors based on ratings for providers 
whom the consumer has had experience with. It models public reputations of the advi­
sors according to all ratings from these advisors for providers, including those that are 
unknown to the consumer. Our approach then combines private and public reputations 
by assigning weights for each of them. Experimental results demonstrate that our ap­
proach is robust even when there are large numbers of advisors providing large num­
bers of unfair ratings. As such, we present a framework for sharing ratings of possibly 
unreliable sources, of value as users on the Semantic Web attempt to critique the 
trustworthiness of the information they seek. 

1 Introduction 

The vision of the Semantic Web is to construct a common semantic interpreta­
tion for World Wide Web pages, in order to one day reliably run software to 
understand the information conveyed in any of its documents. In building the 
Semantic Web, however, information may be supplied by a wide selection of 
sources, with the result that a user seeking information will need to judge 
whether the content of any given source is in fact trustworthy. It is therefore 
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important to develop models for trust in the context of the Semantic Web. 
Various approaches to date have been formulated about how best to form a 
Web of Trust, in order to share information and selectively choose trustworthy 
partners from whom information may be obtained. In our research, we are 
considering a problem that arises when social networks are formed in order to 
share trust ratings - that of unfair ratings. Dellarocas [2] distinguishes unfair 
ratings as unfairly high ratings and unfairly low ratings. Unfairly high ratings 
may be used to increase the trustworthiness of others and promote their ser­
vices. They are often referred to as "ballot stuffing". Unfairly low ratings of 
others are often referred to as "bad-mouthing". In brief, the ratings of the 
trustworthiness of others, obtained from third parties, may in fact be suspect. 
What is required therefore is a mechanism for effectively adjusting the basis 
on which decisions of trust are made, to discount these possibly unfair ratings. 

In this paper, we discuss our research in the context of sharing ratings of 
sources (called information providers) among users on the Semantic Web. We 
present an approach for modeling the trustworthiness of advisors - those users 
providing reputation ratings for potential providers from whom information 
may be obtained. We refer to the user seeking advice as the consumer. We first 
represent private reputation values, based on what is known about the advi­
sors' ratings for providers with whom the consumer has already had some ex­
perience. We then describe how to construct a public model of trustworthiness 
of advisors based on common, centrally held knowledge of providers and the 
ratings provided by advisors, including the reputation ratings of providers to­
tally unknown to the consumer. We then outline how both private and public 
models can be combined, in order to obtain a value for the trustworthiness of 
each possible advisor. In summary, we offer a method for building more effec­
tive social networks of trust, by critiquing the advice provided by advisors. 

In Section 2 we introduce the Semantic Web setting for sharing information 
about sources, and present some current research on modeling the trustworthi­
ness of information sources based on ratings provided by advisors. Section 3 
presents our approach for modeling the trustworthiness of advisors according 
to the ratings provided by them in the context of the Semantic Web. Section 4 
provides an example that goes through each step of our approach. Section 5 
includes some experimental results demonstrating what happens when there 
are large numbers of advisors providing large numbers of unfair ratings. Con­
clusions and future work are outlined in Section 6. 
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2 Background and Related Work 

In this section, we discuss the setting of sharing information about sources, on 
the Semantic Web. We motivate the need to acquire information about the re-
UabiUty of sources and then briefly outline some current research on modeling 
the trustworthiness of sources. This includes some discussion of approaches to 
communicate with other users to obtain advice about sources, sometimes re­
ferred to as a Web of Trust [4], as well as an approach for addressing the prob­
lem that some users may provide untruthful advice. 

The challenge of trusting information providers in a Web-based environ­
ment is discussed in [10]. Paolucci et al. provide in [10] valuable insights into 
the need for trust on the Web, in the context of Web services, where Web sites 
dynamically exchange information using XML descriptions, but where it is 
difficult to ensure that the meaning of the messages being sent is well under­
stood, without human intervention. The Semantic Web contributes by provid­
ing ontologies for Web services to interpret meanings in exchanged messages. 
According to [10], with the Semantic Web, the interaction between users and 
providers needs a process of capability matching to link users with providers 
of Web services. Specifically, providers advertise their capabilities, a user 
sends a request for the type of service she requires, a registry matches the ca­
pabilities of providers and the capabilities expected by the user, and finally the 
user selects the most suitable provider. However, in their advertisements, pro­
viders may lie about their capabilities in order to be selected by the user. To 
avoid selection of an untruthful provider, there is a need to properly model the 
trustworthiness of providers. In [4] this problem is reinforced for the Semantic 
Web: whether to trust the content of a Web resource, depending on the source. 
Richardson et al. [11] explain further that due to the great diversity of the 
Web, it is difficult to expect the content to be consistent and of high quality. It 
then becomes important to decide how trustworthy each information source is. 

Maximilien and Singh [7,8] adopt an agent-based approach for modeling 
trust on the Semantic Web. Their work focuses on representing multiple quali­
ties of services (QoS) for automatic runtime Web service selection. This trust 
model is based on a shared conceptualization of QoS and takes into account 
providers' quality advertisement, consumers' quality preferences, quahty rela­
tionships, and consumers' quality tradeoffs. In order to select a Web service 
implementation, a consumer dynamically associates a trust value with each 
service implementation and selects the service implementation with the high-
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est assigned level of trust. The trust value of each service implementation par­
tially depends on its reputation value, which is determined by the set of quality 
values from other users who previously selected that provider. 

Kagal et al. [6] use a DAML+OIL trust ontology in a multi-agent system, 
which is based on a distributed trust and delegation mechanism verifying that a 
user's credentials are acceptable. The trust ontology is built for specifying cre­
dentials and checking if the credentials conform to policies. A policy maps 
credentials to a certain ability or right. The mechanism allows propagation of 
trust beUefs exchanged between users and avoids repeated checking of users' 
credentials. 

The research of Gil and Ratnaker [4] provides a framework for users to ex­
press their trust about a source and the statements it contains, by annotating 
each part of a source to indicate their views. The focus of the work is on how 
to provide an effective interface for users to record their annotations. This 
TRELLIS system ultimately averages the ratings provided over many users 
and many analysis, to present a reflection of the trustworthiness of the source. 
A credibility-reliability pair emerges for each source-statement pair, to derive 
an overall rating of a single source, based on each of its associated statements. 

Modeling trust on the Semantic Web, as discussed so far in this section, in­
cludes a reliance on the beliefs or ratings provided by third parties to be truth­
ful. In fact, it is important to address the problem of possibly unfair or unreli­
able ratings. One approach that explores this possibility is that of Richardson 
et al. [11]. In this work, each user first explicitly specifies a small set of users 
whom she trusts, leading to a Web of Trust. This arrangement allows any user 
to compute the trustworthiness of a possible provider, based on the ratings 
supplied by others in her social network. The trust value of a provider is com­
puted locally by combining the trust ratings provided by other users. One fea­
ture of this approach is to recursively propagate trust through the user's social 
network. In effect, trust in a provider is derived using some aggregating func­
tions along each possible chain of trust from the user to the provider. One con­
cern with this approach, however, is that this method of propagating trust may 
be computationally intractable, as there may be many different paths, of vari­
ous lengths, which need to be aggregated. 

In our own research, we are developing a model for representing the reli­
ability of advisors from whom advice may be sought, when a user seeks to 
evaluate the trustworthiness of a provider. This framework is sufficiently gen­
eral to operate in a variety of environments including electronic commerce. 
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where buyers may make decisions about sellers by soliciting input on those 
sellers from other buyers in the marketplace. 

In the context of the Semantic Web, our model is useful for the problem of 
determining the reliability of a provider being evaluated by a consumer by vir­
tue of reputation ratings provided by advisors. Our focus is on addressing the 
problem of advisors who may be untrustworthy. The existence of malicious 
advisors is in fact acknowledged in [11]. But in contrast to the model of 
Richardson et al. [11], we provide a more direct evaluation of each possible 
advisor in a Web of Trust, leading to an evaluation about how best to make use 
of that advisor's ratings of a possible provider being examined by a consumer. 

As will be seen in the sections that follow, we make various limiting as­
sumptions (which are revisited as future work) in order to examine more 
clearly the need to adjust for possibly unfair ratings from advisors. In particu­
lar, we do not envisage entire chains of trust from advisor to advisor, instead 
evaluating independently the trustworthiness of each advisor, based in part on 
the user's own past experience. In addition, we represent the input from each 
advisor as a summary rating of a possible source as simply reliable or unreli­
able. We also allow an advisor to rate a source several times. In so doing, we 
are able to weight more heavily more recent evaluations of the source, allow­
ing for dynamically varying trustworthiness of the source. 

3 Modeling Trustworthiness of Advisors 

In the discussion below, we use the following terminology: 
• User/Consumer: person seeking information from various sources 
• Provider: an information source, providing information 
• Advisor: other users providing ratings of providers to consumers 
• Private reputation: a determination of the reputation of an advisor by a u-

ser, based on commonly rated providers 
• Public reputation: a determination of the reputation of an advisor by a u-

ser, based on a centrally held model of the advisor, from interactions with a 
whole set of providers 

Our method for determining the trustworthiness of advisors is to employ a 
combination of what we refer to as private and public reputation values. To 
explain, the private reputation of an advisor is calculated by a consumer, based 
on ratings the advisor supplies of providers with whom the consumer has al-
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ready had some experience. If the advisor is reputable and has similar prefer­
ences as the consumer, the consumer and advisor will likely have many ratings 
in common. This can then be used as the basis for assessing the trustworthi­
ness of the advisor. In cases where the consumer has little private knowledge 
of the advisor, a public reputation will be elicited, reflecting the trustworthi­
ness of that advisor, based on his ratings of all providers in the system. A 
weighted combination of private and public reputations is derived, based on 
the estimated reliability of the private reputation value. This combined value 
then represents the trustworthiness of the advisor. 

3.1 Private Reputation 

Our approach allows a consumer C to evaluate the private reputation of an 
advisor A by comparing their ratings for commonly rated providers 
{/},P2v?^„}- For one of the commonly rated providers Pi {\<i<m and 
m>l),A has the rating vector R^p and C has the rating vector R^^p. A rat­
ing for Pi from C and A is binary ("1" or "0", for example), in which " 1 " 
means that Pi is trustworthy and "0" means that Pi is untrustworthy. For the 
purpose of simplicity, we assume ratings for providers are binary. Possible 
ways of extending our approach to accept ratings in different ranges will be 
investigated as future work. Further discussion can be found in Section 6. 

The ratings in R^p and R^^ p. are ordered according to the time when they 

are provided. The ratings are then partitioned into different elemental time 
windows. The length of an elemental time window may be fixed (e.g. three 
days) or adapted by the frequency of the ratings to the provider Pi, similar to 
the way proposed in [2]. It should also be considerably small so that there is no 
need to worry about the changes of providers' behavior within each elemental 
time window. We define a pair of ratings (̂ ^ ̂  ,^C,P ) ' ^^^^ ^^^^ ^AX ^^ ^^^ ^^ 
the ratings of R^p , r^p is one of the ratings of R^^p , and r^p corresponds 
to Vf^p . The two ratings, r^p and r^^p , are correspondent only if they are in 
the same elemental time window, the rating r^p is the most recent rating in its 
time window, and the rating r^p is the closest and prior to the rating r^ p . We 

consider ratings provided by C after those by A in the same time window, in 
order to incorporate into C's rating anything learned from A during that time 
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window, before taking an action. According to the solution proposed by 
Zacharia et al. [14], by keeping only the most recent ratings, we can avoid the 
issue of advisors "flooding" the system. No matter how many ratings are pro­
vided by one advisor in a time window, we only keep the most recent one. 

We then count the number of such pairs for Pi, Np . The total number of 

rating pairs for all commonly rated providers, Naii will be calculated by sum­
ming up the number of rating pairs for each commonly rated provider as fol­
lows: 

m 

The private reputation of the advisor is estimated by examining rating pairs 
for all commonly rated providers. We define a rating pair (r^p^r^p) as a 

positive pair if r^p is the same value as r^p . Otherwise, the pair is a negative 

pair. Suppose there are Nj- number of positive pairs. The number of negative 

pairs will be N^u - Nj-. The private reputation of the advisor A is estimated as 

the probability that A will provide reliable ratings to C, Because there is only 
incomplete information about the advisor, the best way of estimating the prob­
ability is to use the expected value of the probability. The expected value of a 
continuous random variable is dependent on a probability density function, 
which is used to model the probability that a variable will have a certain value. 
Because of its flexibility and the fact that it is the conjugate prior for distribu­
tions of binary events [12] and Norvig 2002), the beta family of probability 
density functions is commonly used to represent probability distributions of 
binary events (see, e.g. the generalized trust models BRS [5] and TRAVOS 
[13]). Therefore, the private reputation oiA can be calculated as follows: 

R (A)=E(Pr(A))=-^, 
^ a + p 

where Pr(A) is the probability that A will provide fair ratings to C, and 
E(Pr{A)) is the expected value of the probability. 



Jie Zhang and Robin Cohen 52 

3.2 Public Reputation 

When there are not enough rating pairs, the consumer C will also consider ^ ' s 
public reputation. The public reputation of A is estimated based on its ratings 
and other ratings for the providers rated by A. Each time A provides a rating 
rA,p, the rating will be judged centrally as a fair or unfair rating. We define a 
rating for a provider as a fair rating if it is consistent with the majority of rat­
ings to the provider up to the moment when the rating is provided.^ As before, 
we consider only the ratings within a time window prior to the moment when 
the rating rA,p is provided, and we only consider the most recent rating from 
each advisor. In so doing, as providers change their behavior and become more 
or less reputable to each advisor, the majority of ratings will be able to change. 

Suppose that the advisor A totally provides N'^u ratings. If there are N'j-

number of fair ratings, the number of unfair ratings provided by A will be 
N\ii-N'f . In a similar way as estimating the private reputation, the public 

reputation of the advisor A is estimated as the probability that A will provide 
fair ratings. It can be calculated as follows: 

pub V 

which also indicates that the more the percentage of fair ratings advisor A pro­
vides, the more reputable it will be. 

3.3 Trustworthiness 

To estimate the trustworthiness of advisor A, we combine the private reputa­
tion and public reputation values together. The private reputation and public 
reputation values are assigned different weights. The weights are determined 
by the reliability of the estimated private reputation value. 

We first determine the minimum number of pairs needed for C to be confi­
dent about the private reputation value it has of ^ . The Chemoff Bound theo-

Determining consistency with the majority of ratings can be achieved in a variety of 
ways, for instance averaging all the ratings and seeing if that is close to the advisor's 
rating. 
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rem [9] provides a bound for the probabiHty that the estimation error of private 
reputation exceeds a threshold, given the number of pairs. Accordingly, the 
minimum number of pairs can be determined by an acceptable level of error 
and a confidence measurement as follows: 

1 1-r 

where £ is the maximal level of error that can be accepted by C, and y is the 
confidence measure. If the total number of pairs N^j^ is larger than or equal to 
Â ĵ jjj, consumer C will be confident about the private reputation value esti­
mated based on its ratings and the advisor y4's ratings for all commonly rated 
providers. Otherwise, there are not enough rating pairs, the consumer will not 
be confident about the private reputation value, and it will then also consider 
public reputation. The reliability of the private reputation value can be meas­
ured as follows: 

w = 

^. 

N. mm 

1 Otherwise. 

The trust value of A will be calculated by combining the weighted private 
reputation and public reputation values as follows: 

Tr(A) = wRpri(A) + (1 - w)R,,M) 

It is obvious that the consumer will consider less the public reputation value 
when the private reputation value is more reliable. Note that when w = l, the 
consumer relies only on private reputation. 

4 An Example 

To illustrate how our approach models trustworthiness of advisors, this section 
provides an example that goes through each step of the approach. 

In the setting of sharing information on the Semantic Web, a provider PQ, 
which is an information source, provides some statements. Whether a con­
sumer C can trust these statements depends on how much C trusts PQ. TO 
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model the trustworthiness of the provider P^, the consumer C seeks advice 
from two advisors A^ and Ay who have experience with P^. The advice about 
PQ from Ax and Ay are ratings representing the trustworthiness of Po in terms of 
providing reUable content. Before aggregating the ratings provided by A^ and 
Ay, the consumer C needs to evaluate the reliability of those ratings, which de­
pends on the trustworthiness of the advisors A^ and Ay. Our approach effec­
tively models the trustworthiness of advisors based on how reliable the previ­
ous ratings provided by them are. 

To demonstrate what ratings provided by advisors may look like, we as­
sume both the advisors Ax and ̂ 3; have rated one of the providers, Pi. We are in 
fact interested in all P.'s for which Ax or Ay has supplied ratings and C has had 
experience. Table 1 lists some of the ratings provided by Ax and Ay for Pi. The 
symbol "V represents a sequence of time windows, in which T\ is the most re­
cent time window. To simplify the demonstration, we assume that each advi­
sor provides at most one rating within each time window. Some advisors 
might have not provided any ratings for the provider within some time win­
dow. For example, the advisor Ay has not provided any ratings for Pi within the 
time window r„.i. As can be seen from Table 1, the consumer C also provides 
some ratings for Pf, some of the ratings are within the same time windows as 
the ratings provided by Ax and Ay. We assume that the ratings provided by C 
are after those provided by Ax and Ay if they are within the same time window. 

Table 1. Ratings Provided by Ax, Ay and C for Pi 

T 
Ax 
A, 
C 

Pi 
Tx 
1 
1 
1 

Ti 

1 
0 
-

Tj 
1 
1 
0 

Tn-l 
1 
-
1 

T 
1 
0 
1 

Suppose that Ax and Ay each provides 40 ratings in total for providers. In this 
case, N\ii{A^) = N\ii{A^) = AQ. The advisor Ax provides 35 fair ratings 

{N'f{A^) = 'i5), and Ay provides 20 fair ratings {N'^{Ay) = 20). A rating here 

is considered as a fair rating when it is consistent with the majority of ratings 
for the provider within a same time window. Then the public reputation values 
of .̂ ;, and Ay are calculated as follows: 
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Kub(A) = ^ ^ = 0.86; 
pubK .> 35 + i + (4o_35) + i 

^^"''^^^^-20 + l + (40-20) + r ' 

which means ihsiiAx is more Hkely to provide fair ratings. 
Suppose that the consumer C provides 30 ratings that are within the same 

time windows of the same providers with A^ and Ay. Therefore, 
N^jj(A^) - N^jj{Ay) = 30. Within those 30 ratings pairs, 25 of ratings provided 

by Ax are same as the ratings provided by C {Nf{A^)^ 25), and Ay provides 

only 20 same ratings {Nj-{Ay) = 20). Then the private reputation values of ̂ ^̂  

and Ay are calculated as follows: 

25 + 1 
KAA)^ = 0.81; 

'̂̂  " 25 + l + (30-25) + l 

Kri iA>) = ^^^ = 0-66, 
^" '^ 20 + l + (30-20) + l 

which means that A^, is more likely to provide fair ratings and have similar 
preferences with C 

To combine the private and public reputation values, the weight w should be 
determined. Suppose 6: = 0.1 and / = 0.9, then 

\ \ — () 9 30 
^min == ^lii ^ = 150. Since Naii is less than A/min, y^ = ==0.2. 

2x0.1' 0.2 150 
The trust values ofA^ and Ay will be calculated as follows: 

r r ( ^ J = 0.2x 0.81 +(l-0.2)x 0.86 = 0.85; 
rr(v4^) = 0.2 X 0.66+ (1-0.2) X 0.5 = 0.53, 

which clearly indicates that A^ is more trustworthy than Ay. As a result, the 
consumer C will place more trust in the advice provided by A^. It will consider 
the advice provided by A^ more heavily when aggregating the advice provided 
by Ax and Ay for modeling the trustworthiness of the information provider Po-
Discussion of possible aggregation functions is necessary when employing our 
model to reach final decisions about which sources to trust. A brief summary 
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of some aggregation functions and references of some others can be found in 
[11]. We leave the topic of selecting effective aggregation functions to future 
work. Our framework serves the purpose of representing the trustworthiness of 
advisors, so that this may be taken into account, when determining how heav­
ily to rely on their advice. 

5 Experimental Results 

Our approach models the trustworthiness of advisors according to how reliable 
the ratings provided by them are. To demonstrate the effectiveness of the ap­
proach, we carry out some modest preliminary experiments involving advisors 
who provide different percentages of unfair ratings. The expectation is that 
trustworthy advisors will be less likely to provide unfair ratings, and vice 
versa. We also examine how large numbers of dishonest advisors (i.e. advisors 
that provide unfair ratings) will affect the estimation of advisors' trustworthi­
ness. Results indicate that our approach is still effective by making adjust­
ments to rely more heavily on private reputations of advisors, in this case. 

Pecentage of Unfair Ratings 

Fig. 1 Trustworthiness of Advisor 

The first experiment involves 100 providers, 3 consumers, and one advisor. 
The 3 consumers, Q, C2 and C3, rate 10, 40 and 70 randomly selected provid-
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ers, respectively. The advisor totally rates 40 randomly selected providers. ^ 
We examine how the trust values the consumers have of the advisor change 
ŵ hen different percentages (from 0% to 100%) of its ratings are unfair. As il­
lustrated in Figure 1, the trust values the consumers have of the advisor de­
crease when more percentages of the advisor's ratings are unfair. From this 
figure, we can also see that our approach is still effective when the consumer 
C\ does not have much experience with providers, in the sense that C\ can still 
reduce the reputation of the advisor when it provides more unfair ratings. 

The second experiment involves 100 provides, 80 advisors, and one con­
sumer. The consumer and each advisor rate 80 of the randomly selected pro­
viders. We model the trust value the consumer has of one of the advisors, A. 
The trustworthiness of the advisor will be modeled as the combination of its 
private and public reputations (referred to as the CR approach) and as only its 
public reputation (referred to as the PR approach), respectively. The advisor A 
will provide different percentages (from 10% to 100%)) of unfair ratings. Fig­
ure 2 illustrates the trustworthiness of ̂  when 24 (30%) of all) advisors are dis­
honest. Those dishonest advisors provide the same percentage of unfair ratings 
as the advisor^ does. Results indicate that the trustworthiness of ^ modeled 

10 20 
Pecentage of Unfair Ratings 

Fig. 2 Trustworthiness oiA When Majority of Advisors are Honest 

^ Note that we simplify the experiments by limiting each consumer or advisor to 
provide at most one rating for each provider. 
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Pecentage of Unfair Ratings 

Fig. 3 Comparison of the CR and PR Approaches 

by using the CR and PR approaches decreases when more percentages of rat­
ings provided by A are unfair. Therefore, these two approaches are not affected 
when only a small number of advisors are dishonest. Figure 3 represents the 
trustworthiness of ^ when 40 (60% of all) advisors are dishonest. In this fig­
ure, the trustworthiness of ^ modeled by using the CR approach still decreases 
when more percentages of ratings provided by A are unfair, which indicates 
that our approach is still effective when the majority of advisors provide large 
numbers of unfair ratings. In contrast, the trustworthiness modeled by using 
the PR approach increases when more than 60% of ratings provided by the 
dishonest advisors are unfair, which indicates that the PR approach is only ef­
fective when the majority of ratings are fair. 

6 Conclusions and Future Work 

In this paper, we first introduce the Semantic Web setting for sharing informa­
tion about sources. Due to the fact that any user on the Web can become an in­
formation source, there is a need to form a Web of Trust. Current research on 
modeling the trustworthiness of information sources on the Semantic Web re­
lies on the unrealistic assumption that advice provided by advisors about an in­
formation source is truthful. A typical approach to address this problem is to 
critique advisors' advice based on their trustworthiness. We present an ap-
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proach for modeling the trustworthiness of advisors. Our approach allows a 
consumer to estimate the trustworthiness of an advisor based on the advisor's 
ratings for providers with whom the consumer has already had some experi­
ence. It also models the trustworthiness of the advisor based on all its ratings 
and common knowledge of providers who might be totally unknown to the 
consumer. The above results are finally combined by our approach. The ex­
periments are carried out in the setting where advisors might provide different 
numbers of unfair ratings. Experimental results indicate that our approach can 
effectively model the trustworthiness of advisors even when consumers do not 
have much experience with providers. Furthermore, our approach is still effec­
tive when the majority of advisors provide large numbers of unfair ratings. 

Our approach of combining both private and public reputation values offers 
useful improvement for the modeling of the trustworthiness of advisors. A 
model such as BRS [5] that relies on public reputation has the problem that it 
is only effective when the majority of ratings are fair, whereas a model like 
TRAVOS [13] that uses private reputation has difficulty when a consumer is 
new to the system. 

For the purpose of simplicity, the current approach limits ratings for provid­
ers to be binary. In future work, we will extend our approach to accept ratings 
in different ranges. Instead of using the numerical difference of two ratings, 
comparison of the two ratings could take into account the semantics of rating 
levels [1]. For example, although the numerical differences of the pairs are 
same, the difference between "5" (very trustworthy) and "3" (neutral) is 
smaller than that between "4" (trustworthy) and "2" (untrustworthy). In conse­
quence, the similarity between "5" and "3", say 0.2, should be set to be larger 
than the similarity between "4" and "2", say 0. When these extensions are 
made, the Dirichlet family of probability density functions [3], which is the 
multivariate generalization of the beta family, can be used to represent prob­
ability distributions of discrete similarity values. Our model will evaluate pri­
vate and public reputation values based on aggregation of those discrete simi­
larity values 

Our approach represents trustworthiness of providers using a single rating 
provided by consumers or advisors. For future work, as in the research of [11], 
we will also extend our approach to accept multiple ratings representing dif­
ferent dimensions of trustworthiness of providers. We could for example, ex­
amine credibility and reliability of providers as used by Gil and Ratnakar [4] 
and Ratnakar 2002) or a quality of service ontology used by Maximilien and 
Singh [7]. We would then need to explore methods to combine the different 
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kinds of ratings provided by advisors, for example whether to weight one di­
mension more heavily than another. 

Another valuable direction for future work is to go beyond a generalized 
reputation rating for an information source, to one that determines whether to 
trust a source on a particular topic or segment of its information. In this case, 
we would want to model the advisors' trustworthiness with respect to these 
segments of the provider, as well. This may result in the design of a more 
elaborate private reputation model or a method of determining what weight to 
place on this private reputation, when advisors have only currently rated dif­
ferent segments of the source. It would also be valuable to learn which advi­
sors to rely on, for which different elements of a source. 

For future work, we will also carry out further experiments to continue to 
compare our model with competing approaches. It is important to note that we 
are focused in this paper on the question of judging the trustworthiness of ad­
visors, as part of the process of evaluating how much to trust the content of an 
information source. In fact, we would like to see our approach integrated into a 
full scale decision-theoretic framework for selecting reputable sources. The 
performance of the overall system would then need to be evaluated, as well. 
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Abstract. Bioinformaticians are accustomed to going through analysis steps, in which 
they employ several data sources, like protein sequence and protein interaction data­
bases, to carry out their study. However, the ever-growing size and the dynamic nature 
of the biological databases make it almost impossible to use the biological data with­
out a sophisticated data-providing infrastructure. In this paper, we introduce a distrib­
uted data providing agent system that answers biological queries according to its on­
tology of biological entities. 

1 Introduction 

Computational data has become a primary source of new biological insights, 
and bioinformatic software now contributes significantly to biological initia­
tives. 

Many widely used biology databases provide websites where researchers 
can submit their queries and construct the dataset they need for their research. 
For example, SwissProt [7] is accessible at http://ca.expasy.org/sprot/. 
There are even data warehouse systems that combine data from different 
sources and provide them in a single system, such as BioZon [8]. However, 
these databases do not provide convenient interfaces for software programs. 

In the recent years, there has been some effort to fill this gap. For example, 
ToolBus [30], EBI web services [21], DDBJ web services [10], NCBI eFetch 
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[20], and BIND [5] offer services that computer programs can use to retrieve 
biological data and perform their computation. However, these services are 
tightly coupled to the definition of their data, and locating and using the right 
service is a problem. 

In this paper, we introduce an agent system that provides access to biologi­
cal data in a distributed environment. The novelty of this research is the use of 
ontologies for locating services according to their concept. This is done by us­
ing a service ontology and a data ontology that are both shared between ser­
vice seekers and provider agents. In the context of a data warehouse, as an in­
tegrated database, the service ontology contains generic services such as 
retrieve. A parameter that is passed to the service is a query involving the data 
ontology. In this case there is a separation between the service ontology and 
the data ontology. Alternatively, specific services to retrieve genes or proteins 
could be available. In this case, the service ontology (below the generic re­
trieve service) mirrors a subset of the data ontology. 

The agent system discussed in this paper is comprised of two different sets 
of agents. The first set of agents accesses and creates a data warehouse of bio­
logical data. This serves as instance data for the Fungal Web ontology [27]. 
The entities in the data warehouse match the foundational concepts in the on­
tology. The agents that create the data warehouse have explicit knowledge of a 
range of data resources: the agents know how to query the data resource, trans­
form results, and load the data warehouse. The agents that access the data 
warehouse use the ontology query language, nRQL [17], for RACER [16]. 
One can also access the data warehouse through the native interface. 

The second set of agents that is being developed is to create a distributed 
data space where agents can access the entities (matching the concepts in the 
ontology) either via the data warehouse or via the distributed data resources. 
This is transparent to the users. 

2 Tools 

This research depends upon the existence of specific tools. This section brings 
a brief introduction to those tools and to related research. 
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2.1 DECAF 

DECAF (Distributed, Environment Centered Agent Framework) [15] is an 
agent development environment which facilitates rapid design and develop­
ment of agents. Unlike other agent development environments that put their 
main focus on inter-agent communication protocols, DECAF provides a full 
cycle support for agent development. 

In addition, DECAF resembles an operating systems' behavior toward user 
tasks. Specifically, each agent task is defined as a sequence of actions that 
should be done in a specific order, where DECAF provides the supporting en­
vironment to stipulate the actions and tasks. Moreover, using DECAF, it is 
possible to develop persistent, robust, and flexible agent systems. 

2.2 Matchmaking Agent System 

Matchmaking is a part of the DECAF framework that is responsible for con­
necting a service request to its appropriate server agent. When a request for a 
service is received the matchmaking component looks for an agent that can an­
swer the service by using the service descriptions. The primary matching is 
done by string comparison, where the matchmaker matches the service de­
scription with the list of services available in the agent system. However, this 
kind of service matching is both performance inefficient and incomplete [2]. 
By incomplete, we mean that match making is highly dependent on the string 
that service provider agents declare, and how accurate the requester's service 
description is. To solve this problem, Al-Shaban et al. [2] proposed a match­
making system that works using ontologies. 

The matchmaking agent system replaces the standard matchmaking mecha­
nism of DECAF. The matching process, then, works with the service ontology 
which contains all the possible predefined agent service domains in a hierar­
chical manner. After recognizing the service ontology, service provider agents 
should advertise their services in the system. This is done by adding a record 
in an internal database which contains the agent information and the place in 
the ontology where the agent service is defined. After that, the matchmaking 
mechanism receives a query from the service seeker and queries the service 
ontology using RACER [16] and the given query. The result of the query is 
matched against the internal database data and the suitable provider agent is 
found. 
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However, using ontologies for this reason raises two interesting issues that 
are worth discussing here. First, service seekers and service providers should 
have the same service ontology and data ontology so that they can work to­
gether otherwise there would need to be a matching mechanism to match con­
cepts in one ontology to the other. However, this is not the case in the system 
we are designing because both sides are sharing the same service ontology for 
the matchmaking agent system, and for the data ontology, namely the Fun-
galWeb ontology. As a result, it is always guaranteed that both sides are using 
the same set of concepts. Furthermore, biological ontologies are becoming re­
sults of community work, and they are maintained to be consistent in the fu­
ture. Open Biomedical Ontologies (OBO) [23] is an example of such a com­
munity. As a result, individual groups that are building their own ontology can 
extend OBO's ontology and remain consistent with other ontologies in the 
domain. 

The second interesting issue is how the service ontology and the data ontol­
ogy can be employed together to locate a service. Currently what we do is that 
we define generic services in the service ontology, regardless of concepts in 
the data ontology. After that, generic services have parameters by which ser­
vice concepts are linked with data concepts in the data ontology. For example, 
a retrieve service on the service ontology might have a class parameter, like 
gene, which comes from the data ontology. Essentially this parameter speci­
fies the service. The advantage of this approach is that we don't need to worry 
about ontology maintenance, and the drawback is that services are not specific, 
therefore harder to implement and maintain. However, there is another ap­
proach that merges the data ontology into the service ontology, and the result 
is a third ontology that contains specialized versions of the generic services. 
For example, imagine that retrieve service is a generic service in the service 
ontology, and it operates on Gene and Protein concepts from the data ontol­
ogy. After merging, the third ontology will have two versions of retrieve ser­
vice: retrieve_gene and retrieve_protein. The benefit of this approach is that 
services are specific, but the drawback is that the third ontology should be 
maintained against the changes in either of the ontologies. 

More details of Matchmaking Agent System can be found in [3] 
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2.3 BioXRT 

Large volumes of biological data are being produced each day, and research 
teams need to publish their data both internally and publicly. BioXRT [31], 
previously known as XRT, aims to meet this need. BioXRT provides an easy 
way for biologists to publish their data on a simple web site. A significant ad­
vantage is that BioXRT does not need any database design knowledge, and it 
only needs a minimal knowledge of working with databases. BioXRT has a 
simple data structure, and it accepts simple data inputs. 

BioXRT accepts a variety of input formats such as Microsoft Excel sheets, 
XML files, and flat BioXRT text files. These formats mostly represent data in 
a tabular manner; therefore, they are simple in structure. However, BioXRT 
inputs should comply with certain rules. For example, each input represents 
one class of data, which is the BioXRT's corresponding 

ID 
178477 
231773 
205608 
193039 
4984 
322976 
307330 
246499 
116810 

LongName 
Botryandromyces ornatus 
Trichoderma sp. T-105 
Buellia submuriformis 
Patescospora separans 
Bullera variabilis 
fungal sp. 32.40 
fungal sp. TRN236 
Xylariasp. F12 
Physcia albinea 

Order 
Laboulbeniales 
Hypocreales 
Lecanorales 
Jahnulales 
Tremellales 
Unknown 
Unknown 
Xylariales 
Lecanorales 

Phylunn 
; Ascomycota 

Ascomycota 
Asconnycota 
Ascomycota 

Kingdom 
Fungi 
Fungi 
Fungi 
Fungi 

Basidiomycota Fungi 
Unknown 
Unknown 
Ascomycota 
Ascomycota 

Fungi 
Fungi 
Fungi 
Fungi 

Fig. 1. A sample BioXRT input file from FungalWeb project. The file shows taxon­
omy information of fungi species 

term for a table in relational databases. In addition, each file should start with 
an ID column which is the primary key of the class. Fig. 1 shows an example 
of a BioXRT input file, where columns are separated by the tab character, and 
the first row lists column names. 
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File 
ID 
1 
2 
3 
4 
File 
ID 
1 
2 
3 
4 

org_feature.xrt 
taxlD start 
162425 1213 
162425 5806 
162425 9062 
162425 7822 
gene.xrt 

end type 
1726 gene 
3397 gene 
6382 gene 
1972 gene 

P ID/org features TaxlD 
1 
2 
3 
4 

162425 
162425 
162425 
162425 

comment 

GenelD 
AN0001.2 
AN0002.2 
AN0003.2 
AN0004.2 

source 
MIT Broad Institute 
MIT Broad Institute 
MIT Broad Institute 
MIT Broad Institute 

Name 
protein ... 
protein ... 
protein ... 
protein ... 

Fig. 2. These two classes of data show an example of BioXRT's parent and child rela­
tion in the FungalWeb data warehouse. org_feature is where we keep features of an 
organism, one of which is a gene feature. Details of a gene feature are kept in gene.xrt 
which is a child class of org feature. 

Not only is BioXRT simple in terms of its input but also it is simple in the 
way it supports data relations. BioXRT supports only parent-child relations; 
that is, a BioXRT class can hold child data of another class. Fig. 2 shows an 
example of this relation, where gene.xrt is representing child data of org fea-
ture.xrt. The relation is defined by using a special naming convention on col­
umn names. The column that is keeping the parent id (foreign key) is named as 
P_ID/pc where pc is the name of the parent class, and it keeps the values of 
parent ID column. 

Once the data is loaded in BioXRT, BioXRT provides online query, brows­
ing, and viewing facilities for the data. The query tool is a powerful column 
based text search and full text search on each of the loaded classes. Fig. 3 
shows a screen shot of BioXRT query page of the FungalWeb data warehouse. 
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Concordia FungalWeb Database 

Table Browser 

Soyi'ce: 

j Concordia FyngalWeb Daiabase _zl 

ICeyivord: 

INeurospora 

Cpliimns: iHoltl Ctr l (m iiiiiIii-sefcciiDni 

Organisms* Features 
Genes 
Proteins 
GO Hierarchy NcxJes 
GO Nodes 
Funcat Hierarchy Ncxtes 
Funcat Nodes 
Funcat Information 
MIPS 10 GO mapfing 
EC Hierarchy Nodes 
EC Nodes 
ECs in Pathways 
EC to GO mapping 

riaii!€|ClJ. 
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B 

Sybmit Reset 

Fig. 3. FungalWeb's BioXRT web query interface. The screen shot shows a list of 
available classes of data. Users can select a class and query the selected class against 
any arbitrary set of columns. They can also do a keyword search. The example shows 
how the web interface can be used to find all Neiirospora species. 

Finally, TBrowse is the facility by which the result of the query page is 
shown. As shown in Fig, 4, TBrowse renders the results in a tabular fashion 
with controls to manipulate its view. 

2.4 FungalWeb Ontology 

Fungi are now increasingly used in industry. Baker et al. [6] mention that 
many decisions in R&D teams are made on the basis of incomplete knowl­
edge. To fill this gap, they suggest that a range of interdisciplinary ontologies 
should be introduced. The suggested range covers taxonomy, gene discovery, 
protein family classification, enzyme characterization, enzyme improvement. 
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enzyme production, enzyme substrates, enzyme performance benchmarking, 
and market niche [6]. 

The FungalWeb ontology [27] contains concepts and instances related 
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Fig. 4. The example shows the result of the search for Neurospora species. The results 
are rendered by BioXRT's TBrowse engine, which produces tabular data views in Bi-
oXRT. 

to fungi, enzymes, substrates, and commercial enzyme products. The concepts 
and instances are divided into two groups of fungal organisms and fungal en­
zymes. Fungal organisms are classified by their phylum, class, order, family, 
genus and species. Moreover, fungal enzymes are classified based on Interna­
tional Union of Biochemistry and Molecular Biology's (lUBMB) recom­
mended catalyzed reactions, the so-called EC numbers. 

Fig. 5 illustrates different sources upon which the FungalWeb ontology has 
been built. In general, the FungalWeb ontology summarizes together different 
biological database schemes, biology web resources, knowledge of domain 
experts, and existing bio-ontologies. The FungalWeb ontology [27] is devel­
oped in OWL-DL, which features frame representation of OWL and expres­
siveness of Description Logics (DL). 

3 Data Warehouse 

As a part of FungalWeb project, this research aims to provide biological data 
as instances of the FungalWeb ontology. Therefore, we decided to load exter­
nal data into an internal BioXRT database to create a data warehouse that 
agents can access instantaneously and reUably. 

BioXRT is chosen for the backend because it has a flat data structure, and 
many existing biological data sources have flat structure [1]. Furthermore, it 
gives a web interface where online users can query and browse the data. In ad­
dition, BioXRT makes it easy to extend the data warehouse whenever new 
concepts are added to the ontology, and instance data is required. 
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We have gathered information on species such as Aspergillus Nidulans, As­
pergillus Niger, Neurospara Crassa, Coprinus Cinereus, Magnaporthe 
Grisea, and Saccharomyces Cerevisiae from external sources like Broad Insti­
tute, NCBI, and Gene Ontology. Stored data is direct transformation of exter­
nal sources into BioXRT's input structure and some computed data such as 
GO annotations. However, the internal data warehouse does not contain any 
mined data from the literature or other sources. Our data warehouse at this 
stage is intended to be an integrated database for data access, and it is not in­
tended to support data mining in the sense of OLAP. In the future, we hope to 
perform visual data mining by using GraphLog [9]. 
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Fig. 5. FungalWeb ontology [27] 

The internal data warehouse along with the agent system will help support a 
wide range of biological questions about Fungi. For example: 

• "Give me all the instances of Neolectaceae" [26], which should answer: 
Neolecta Irregularis, Neolecta Vitellina, and . . . 

• "All Enzymes that have been reported to be found in Neurospora crassd' 
[26], which should answer: Xylanase, Cellulase, Pectinase, Lipase, Lacca-
se, and . . . 
In order to facilitate answering these questions the internal data warehouse 

stores the following biological information: 
• Fungi taxonomy [29]: That is where fungi are classified into a tree of life. 
• Corresponding protein sequences of each fungi 
• Corresponding gene sequences of each fungi 
• FunCat hierarchy [25]: This is the hierarchy of FunCat classifications. This 

set of data describes each of the possible protein functions. 
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• FunCat [25] features of the corresponding proteins: That is, each protein for 
a given fungi can have different functions. This set of data contains the in­
formation that classifies these functions according to FunCat classification. 

• Gene Ontology (GO) hierarchy [28]: Gene ontology is an effort to con­
sistently describe gene products. 

• GO annotations [14]: Genes and proteins annotated by GO 
• MIPS to GO mapping [13]: The mapping between GO and FunCat classifi­

cations. 
• InterPro scheme [4]: The scheme of InterPro database which provides views 

of commonly used databases. 
• InterPro to GO mapping [18]: The mapping between GO and InterPro clas­

sifications. 
• EC hierarchy [12]: Enzyme classification suggested by the International U-

nion of Biochemistry and Molecular Biology. 
• EC to GO mapping [11]: The mapping between GO and EC classifications. 
• Information of metabolic pathways: Metabolic pathways are sequences of 

chemical reactions that happen within a cell. This set of data contain infor­
mation of metabolic pathways taken from KEGG database [22]. 

Note the variety of types of information ranges from entities (organism, 
gene, protein), relation between entities (organism has gene), classification 
schemes (GO, EC, FunCat), links between entities and classification (protein 
has EC number), and mappings between classification schemes (EC to GO 
mapping). 

The taxonomy class contains the fungi in a hierarchy according to their rela­
tion to each other. The other classes refer to this tree by the taxonomy id of 
each species. In addition, there are protein and gene classes which list the pro­
teins and genes for each species. 

We also store the FunCat information of proteins that are in the protein 
class. The FunCat information is a classification of functional categories for 
proteins. This kind of information is popular for finding the functional usage 
of unknown proteins by examining their sequence similarity against the pro­
teins with known functional usage. 

In addition, the data warehouse stores the Gene Ontology, by which we can 
unify the current available classification schemes such as FunCat, InterPro, 
and EC numbers. Consequently, the data warehouse stores the mapping be­
tween these classifications to GO. This way, it is possible to find how an entry 
in EC hierarchy is related to an entry in InterPro classification. 
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Although these different datasets are loaded separately into BioXRT, it 
stores the data inside its internal database in a flat format. That is, it stores all 
classes in a single table which keeps triples of (class, attribute, value). How­
ever, being internally related to each other, our data has the conceptual schema 
illustrated in Fig. 6. 

Table 1 shows the current size of the data warehouse contents, though fur­
ther development is ongoing. 

Table 1. Contents of the internal data warehouse 

Data 
Genes 
Proteins 
Enzymes in Pathways 
FunCat Information 
Organism Features 
Taxonomy 
FunCat Hierarchy 
EC Hierarchy 
InterPro Nodes 
EC to GO mapping 
InterPro to GO mapping 
MIPS to GO mapping 
GO Annotations 

Size in Records 

"loiif 
20161 
6680 
53045 
40322 
21696 
4663 
14088 
11972 
3403 

; 15487 
482 
21553 

4 The Agent System 

The core component of this research is the agent system that is responsible for 
handling user requests and manipulating the internal data warehouse. The ar­
chitecture of the agent system contains provider agents, updater agents, and 
ontologies, each of which plays a specific role in the system: 

• Data provider agents get the request from the user and talk to either the in­
ternal data warehouse or to external data sources to retrieve answers. 

• Updater agent maintains the internal data warehouse and updates it on a re­
gular basis. 

• A data ontology links concepts with data sources. 
• A service ontology makes data provider agents locatable. 
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All the agents in the system are developed using the DECAF framework. 
Furthermore, we are using the matchmaking agent system to make our agents 
locatable across the system. Therefore, there are certain steps through which 
an agent registers itself in the system. The first step is that the agent should 
register with the matchmaking system and define its service using the service 
ontology. The next is for the agent to describe its service in OWL-S [24] so 
that seekers know how to communicate with the agent. After the agents regis­
ter in the system, the seeker is able to find their services. Having the service 
ontology in hand, as illustrated in Fig. 7, a seeker sends a nRQL query to the 
matchmaking system. The nRQL query contains the information of the service 
that the seeker is looking for, and it is stated in terms of the service ontology 
concepts. For example, a 
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Fig. 6. Conceptual data schema of the FungalWeb data warehouse 

seeker might be interested in finding the genes that regulate PYRUVATE 
KINASE. Then the nRQL query would look like: 
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(Retrieve (?x) (AND (?x |Agent|) 
(?x |knows_regulation|)) 

The result of such nRQL query is the agent that is registered to provide 
regulatory information. 

After that, the matchmaking system queries the ontology, and it returns the 
agent that serves the request. At this point, the seeker still does not have 
enough information to communicate with the agent. Therefore, it communi­
cates with the OWL-S ontology server in order to find the agent's parameters. 
After that the seeker is able to communicate with the agent directly. 

f'fiWtfffjr / ^ e f ts 

nUQi."" Maichrriaking System 

QWl-S 

Fig. 7. Agent architecture: matchmaking 

The next sequence of events in the process of retrieving data happens inside 
the agent system. Fig. 8 illustrates the internal interactions of the agent system. 
Once the user sends the request to the provider agent the data is taken either 
internally or externally, and it is returned back to the seeker. 

Since certain data are kept in the data warehouse, there are provider agents 
that are specialized in querying the internal data warehouse. These agents han­
dle the user requests by querying the appropriate class in the BioXRT data­
base. However, there are also agents that query the external databases because 
the data warehouse holds selected data. For example, given a specific se­
quence, an agent goes to the Gene Bank database and returns the correspond­
ing accession number of the gene. These agents query the data ontology to find 
the external locafion of the data. The data ontology is an extension of the Fun-
galWeb ontology, in which we have added the location information of the 
concepts and the instances. 

In addition to the data providing agents, there are agents in the system that 
are responsible for the maintenance of the internal data warehouse. These 
agents update the internal database by adding new datasets, and they update 
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existing data when update is scheduled. The update process is intended to be 
automatic, but there are situations in which the update process fails. For exam­
ple, in some cases, research groups change their file format for the same kind 
of results they are used to publish. We are still working on such situations, and 
we believe that using format templates and writing general updater agents is a 
good feasible solution to this problem. 

Cijil :o :l5€ 
Provider 

Ager: 

Fig. 8. Agent architecture: the data agents 

5 Summary 

Our research uses ontologies, the DECAF agent framework, improved 
matchmaking techniques, and the BioXRT database to construct an agent sys­
tem that provides access to the biological data. The agent system aims to ad­
dress the need of the programming interfaces for biology software. In addition, 
we envision that this agent system and others like it will motivate the devel­
opment of other agent systems [19] that rely on data providing agents. 

In addition, this research makes use of ontologies to enhance locating agent 
services and specializing their services. Based on our experience we feel that 
the use of ontologies has eased the development of the data warehouse and the 
agents. We aim to test the usage of this system with larger datasets and a larger 
user population. 
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Abstract. The realization of Semantic Web vision is based on the creation and use of 
semantic web content which needs software tools both for semantic web developers 
and end users. Over the past few years, semantic web software tools like ontology edi­
tors and triple storage systems have emerged and are growing in maturity with time. 
While working on a large triple dataset during the course of a research aiming at a life­
long "semantic" repository of personal information, besides other semantic web tools, 
we used several RDF browsing and visuahzation tools for analyzing our data. This 
analysis included ensuring the correctness of the data, conformance of instance data to 
the ontology, finding patterns and trails in the data, cross-checking and evaluating in­
ferred data, etc. We found that many of the features needed by a metadata creator and 
analyst are missing from these tools. This paper presents an investigation of the tools 
that are used for browsing and visualizing the datasets. It first identifies the browsing 
and visualization features required by a semantic web developer and a metadata crea­
tor and analyst and then based on these features evaluates the most common RDF 
browsing and visualization tools available till date. We conclude this paper with rec­
ommendations for requirements to be fulfilled for future semantic web browsing and visualiza­
tion. 
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1 Introduction and background 

The current web despite all its benefits assumes human presence for the inter­
pretation of its content. The Semantic Web [3] is an extension of the current 
web, based on the idea of exchanging information with explicit, formal and 
machine-accessible description of meaning. Semantic Web technologies like 
RDF [29], Topic Maps [4,17], and Ontologies are used for making the seman­
tics of information explicit and thus machine-processable. 

At the Institute of Software Technology and Interactive Systems, Vienna 
University of Technology, Vienna, Austria, we are working on a research pro­
ject called SemanticLife [1] which aims at a life-long "semantic" repository of 
personal information. Our system is based on semantic web technologies like 
OWL and RDF. For proof-of-concept, we implemented the first prototype us­
ing both RDF and Topic Maps. Though Topic Maps are a very promising 
technology but since RDF is more mature, is supported by many tools espe­
cially the open source, is better for resource centric paradigms, and most of the 
existing ontologies on the web are RDF and OWL based so we implemented 
the second prototype using RDF. In SemanticLife several datafeeds are re­
sponsible for collecting and uploading user's information to a central triple 
store. These datafeeds monitor users' emails, browsing sessions, chat sessions, 
program execution, and filesystem operations. A user can upload his/her files 
and can manually annotate items in the repository. These feeds collect user in­
formation in different formats which is ultimately converted into RDF. A GUI 
is provided for user interaction with the SemanticLife system. It provides user 
control over the information upload process e.g. which programs should be 
monitored, which emails shouldn't be uploaded, etc. Moreover, the user can 
select and annotate information in the repository and can visualize it on a 
timescale. The system is based on a plugin mechanism and all these features 
are provided by separate plugins. 

In our research we have been using several semantic web tools for different 
tasks. These include Protege [11] and SWOOP [14] for ontology development 
and Jena2 [31] and Kowari [15] as triple stores. We are making use of several 
ontologies, some existing Uke FOAF [10] and others developed for our own 
domain. We also used several RDF browsing and visualization tools which are 
briefly introduced in section 4. Though we see a considerable growth in the 
development and maturity of semantic web tools but still there is a long way to 
achieve a position that the relational database theory and tools enjoy. While 
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working with these tools and several ontologies and instance data from differ­
ent sources with sometime unknown structure, we strongly felt the need for a 
better RDF browsing and visualization tool. 

Currently, SemanticLife collects most of the user's personal information, 
stores it in a repository, and allows the user to manually annotate it. Our next 
step is the automatic and semi-automatic analysis of this information. By 
analysis we mean that the system should automatically identify pieces of in­
formation and, either automatically or with the intervention of the user, should 
link those pieces with other related items in the store. Browsing and visualiza­
tion tools are also needed to support the research and development activity in 
this area. 

As mentioned earlier, user information in our system is ultimately stored in 
the form of RDF triples. Though, RDF makes the semantics of information 
explicit, but this machine-oriented content representation does not lend itself 
for presentation in a human-readable way. Over the past few years several ap­
plications have attempted to solve this problem by using different representa­
tion paradigms. These tools attempt to provide support to Semantic Web users, 
developers and metadata analysts with varying degrees of abstraction and us­
ability [21]. 

This paper gives a survey of existing RDF browsing and visualization tools 
and concludes with recommendations for a tool which could prove more use­
ful and effective for a metadata creator and analyst. Section 2 identifies the 
needs of a metadata creator and analyst. Section 3 presents the evaluation 
framework that we have employed for our comparison. Section 4 gives a brief 
description of RDF browsing and visualization tools selected for our survey 
and those used in SemanticLife. Section 5 provides the comparison of the ba­
sic and more technical features of the tools. Section 6 lists some recommenda­
tions for a future tool and Sections 7 finally concludes this paper. 

2 The Needs of a Metadata Creator and Analyst 

Producer and Consumer of semantic web data are the two important roles of 
people and most of the research and development emphasis is on their support. 
The aim of this paper is to identify another role related to the Producer and 
his/her needs; that of a metadata creator and analyst. Semantic web developers 
and people working with metadata always need to have their data visualized in 
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different ways. Their browsing and visualization needs are different from 
those of the end users; some are listed below [25]: 

• To produce good-quality RDF and to cover the limited expertise in defining 
ontologies, creating RDF, and converting existing XML-based metadata 
into RDF. 

• To have a way to rapidly test and visualize a dataset and to understand if 
there are mistakes in the model as well as spelling mistakes in the name­
spaces and URIs. 

• To get a mental model of an unfamiliar dataset (including the ontologies 
used to describe it) 

• To have a sense of the density of connectivity of a particular dataset or data-
set fragment. 

• To identify potential mappings between resources and ontologies. 
• To discover the parts of a dataset having special graph-theoretical properties 

and therefore might 'stand out' as having some latent meaning that might get 
otherwise unnoticed. 

• To have the ability to drill down from global view to local information at the 
resource level. 

• To use as few tools as possible for carrying out the analysis and visualization 
tasks. 

• And at the same time to have the simplicity and the ease of use that an end 
user enjoys. 

Semantic web development tools like ontology editors, triple storage sys­
tems, and semantic web toolkits seldom address these needs. Tools targeted 
towards the end user allow browsing the semantic web content if available and 
otherwise extract it from existing documents. Triple storage systems also pro­
vide some browsing and visualization features like Sesame Explore Mode and 
Kowari web interface, but do not show more than a list of triples. Moreover, 
ontology editors also provide some browsing and visualization features but 
they mostly show and edit the ontology structure rather than intelligent brows­
ing of the ontology instances [2]. 
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3 Evaluation Framework of RDF Browsing and Visualization 
Tools 

A general evaluation framework used to compare RDF browsing and visuali­
zation tools comprises of the following four criteria: 

3.1 Supported RDF Representation Formats 

Import/Export Formats: An RDF graph can be serialized in several different 
formats including RDF/XML, Notation-3, N-Triples, and TriX. The most 
known serialization format is RDF/XML which is an XML representation of 
RDF graph in terms of XML Information Set and Namespaces. Notation 3 or 
N3 is a shorthand non-XML serialization of RDF, designed with human-
readability in mind. N-Triples is a line-based, plain text format and was de­
signed to be a fixed subset of N3, hence all tools which currently work with 
N3 can seamlessly work with it too. Each triple is written on a separate line, 
and consists of a subject specifier, a predicate specifier, then an object speci­
fier, followed by a period. TriX (Triples in XML) is a serialization for named 
graphs. It is an attempt to provide a highly normalized and consistent XML 
representation of RDF model, which allows the effective use of generic XML 
tools as XSLT, XQuery and others [30]. 

For an RDF tool to be effective and useful it should support as many of 
these formats as possible. As "common understanding" and "shared knowl­
edge" lie at the heart of semantic web, this enables a metadata creator and ana­
lyst to use existing ontologies and data encoded in any format and also to map 
between different formats. 

Accessing Data in a Triple Store: In the previous years, several RDF storage 
systems have emerged and continue in growth and use. Besides local and re­
mote files, the metadata may exist in these triple stores. For local and remote 
access these systems define interfaces mainly based on RMI, HTTP, and 
SOAP. Like any other RDF tool, a browsing and visualization tool having the 
facility of accessing local and remote triple store data will make it more flexi­
ble and useful. 

Integration of Inference Capabilities: Ideally, an RDF visualization tool 
should allow a range of inference engines or reasoners to be plugged into it 
which allow additional facts to be inferred from instance data and class de-
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scriptions. Such engines are used to derive additional RDF assertions which 
are entailed from some base RDF together with any optional ontology infor­
mation and the axioms and rules associated with the reasoner. 

This inferred data may be utilized by the visualization tool for providing an 
integrated interface for browsing the data. The global part of this integrated in­
terface may group resources based on their type and the class hierarchies. The 
local interface may utilize inferred information such as resource and class la­
bels and comments for a more user friendly view of the data. Ideally, an RDF 
visualization tool should allow the use of a range of inference engines or rea-
soners suitable for different datasets. 

Merging Input Files: RDF data is usually dispersed across different files and 
data sources, and instance data is usually created separate from the ontology. 
A tool is more useful and effective if it can read data from several data sources 
to merge and show a unified display. 

3.2 Display Features 

Display Interface: Browsing a document repository is simple as it usually 
consists of a small number of large chunks of information, with few explicit 
relationships. The situation is exactly opposite with RDF data which consists 
of many small chunks of information with many explicit relationships among 
them. An RDF browsing tool may provide a Global view of these many rela­
tionships, or a Local view to concentrate on a single piece of information, or 
an Integrated wiQw to combine these two [22]. 

An analyst usually needs to identify emerging structures within the relation­
ships in an RDF dataset. This is achieved by a Global interfaces which empha­
sizes global structure by providing large scale views of RDF data. An RDF 
browser that generates graph-based views of RDF statements gives some in­
formation about the underlying structure, in particular with some grouping 
performed by its layout algorithm. More advance interfaces may use grouping, 
ordering, or prioritizing information to provide global views. Data in global in­
terfaces may be grouped based on the user search or resource types and con­
cept hierarchies obtained through inference. 

In contrast to global interfaces, a Local view provides richer details for a 
particular information item. Users and analysts usually need information at 
this level of specificity. Local interfaces can have hyperlinks to each other, 
providing users with navigation through the entire repository. Sesame's Ex-
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plore Mode [6] and Kowari's 15] Web Interface provide a browser like inter­
face to RDF. Kowari provides a query web interface to its metadata store and 
the result is displayed in the form of triples. Selecting a URI in this list or in 
Sesame's Explore Mode shows all RDF statements with that URI as subject, 
predicate, or object, thus making RDF browsable. But the current view is al­
ways limited to the immediate vicinity of the current resource and no underly­
ing structure is visible [22]. 

A more useful approach is the Integrated view in which these two ap­
proaches are combined. Usually a global view is presented at the begiiming 
from where the data can be explored at different levels of detail. Automation 
of this view is quite difficult and a general technique for this is a question that 
needs to be answered. 

Sharing Presentation Knowledge: The two major issues in displaying RDF 
data is the specification of content selection and content formatting and styling 
which are addressed by each tool in a different and ad hoc way. This makes it 
difficult to share and reuse this presentation knowledge across applications. 
The need to use a shared display vocabulary for presenting RDF content and 
sharing presentation knowledge has been recognized in the Semantic Web 
community. Fresnel [5] is an attempt to address this issue. It is a browser-
independent, extensible vocabulary for modeling Semantic Web content pres­
entation knowledge. Its selection, manipulation and styling concepts are appli­
cable across representation paradigms, layout methods, and output formats. Its 
core modules are currently implemented in various types of applications [9, 
26, 28]. 

Presentation Paradigm: Displaying RDF data in a user-friendly maimer is a 
problem addressed by various types of applications using different representa­
tion paradigms. Some tools represent RDF models as node-link diagrams ex­
plicitly showing their graph structure [12, 28]. Other tools use nested box lay­
outs or table-like layouts for displaying properties of RDF resources with 
varying levels of details [26]. Another approach combines these paradigms 
and extends them with specialized user interface widgets [20, 23]. 

Editing Features: These may vary from simple triple editing to more ad­
vanced features like resource linking and annotation. Usually other systems 
like ontology editors are used for this purpose but the tool proves more effec­
tive if these features are also available. 

Graph Statistics: This is an important feature always needed by metadata 
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analysts and needs to be implemented by a browsing tool. These vary from 
general graph statistics to more advanced features like in-degree, out-degree, 
clustering coefficient and other graph theoretical properties. 

3.3 Scalability Issues 

Maximum Dataset Size: One of the most import features to measure the scal­
ability of a tool is the size of input RDF file or the maximum number of state­
ments in a model or nodes in a graph. For demonstration purposes the size of 
input data is usually very small (within a megabyte or a graph with less than a 
thousand nodes). But a working RDF dataset may be in hundreds of mega­
bytes with millions of statements which, if a tool is not unable to load, will 
compel the analyst to split it up and thus lose its global view. Hence a more ef­
fective tool should allow a user to work with much bigger models. 

Visual Scalability: Sometime a tool can load a very large dataset but is unable 
to render it in a way that a user can make sense out of it. Tools that provide a 
graph based view usually have limited visual scalability but the inclusion of 
visual cues and search and query options make the situation better. A text-
based tool is usually better in visual scalability and heavily depends on group­
ing and ordering of data to produce the global interface. Visual scalability is 
lost if a text-based tool cannot visualize global structures and there is little dif­
ference between global and local views. 

Extension Mechanism: A static tool with no extension mechanism may be 
useful for sometime but becomes useless as the changing trends and emerging 
technologies are not accommodated. Plugins are a general concept that allows 
extra functionally to be dropped into a tool, usually by simply adding files to a 
directory. Plugins are very loosely coupled to the base tool, and can thus be 
added very easily without modifying the tool itself Plugin architecture pro­
vides an organized way for independent groups of people to add new behavior 
to an application without having to modify it. 

3.4 Search, Query and Filtering 

Selection and Filtering: This gives a user the abihty to select sections of an 
RDF graph based on some criteria. This selection may be based on global or 
local filters. Global filters like rdf:type, rdfs.'domain, and rdfs:range are ap-
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plied to the whole graph independent of its domain. Local filters are domain-
specific and include namespaces, specific properties and classes, and generally 
resources and URIs. Selection and Filtering allows the not-so-technical user to 
browse and analyze the model. Furthermore, the user can also perform selec­
tion by hand, possibly in conjunction with automated search. 

Support for RDF Query Language: Usually more fine-grained control over 
data selection and filtering is needed which is provided by an RDF query lan­
guage. Several RDF query languages have been developed each with its own 
features and expressiveness but SPARQL [19] has been recently adopted as 
the standard RDF query language. To use this feature, though the analyst 
should be aware of the query language syntax but it also gives him a total con­
trol over his data. 

Full Text Graph Search: Sometime the exact name of a resource or the exact 
contents of a literal are not known in advance or resources or literals with a 
common text pattern need to be filtered out. Full text graph search if available 
enables a user to search for keywords and text patterns inside resource names 
and literals contents. 

Full Text Document Search: Sometime the URI references in an RDF model 
point to text-based documents stored locally or available on remote systems. 
Such a search, if available, checks the contents of these documents for 
matches. 

4 Description of RDF Browsing and Visualization Tools 

Here we briefly present each tool in terms of general descriptive criteria. In 
particular, we present a brief general description, and information about its 
current release, its software development platform/ implementation language, 
the software execution platform of the tool, the appHcation type i.e., desktop or 
web-based, as well as the pricing policy followed by the tool developers. Then 
it is followed by a brief introduction to end-user Semantic Web browsing 
tools. In this section we introduce these tools as they are closely related to and 
share many features with the RDF browsing and visualization tools. 
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4.1 RDF Browsing and Visualization Tools 

Following is a brief description of the tools that we used during our research 
for analyzing our datasets. This subsection is only a brief introduction to these 
tools and their detailed investigation is presented in the next section. 

4.1.1 Drive RDF Browser and W3C's RDF Validation Service 

Though a very simple and primitive tool, Drive RDF Browser [27] is an effec­
tive tool for validating and browsing small RDF datasets. It is developed in C# 
for the .NET platform and is available as open source under the terms of the 
GNU LGPL license. On one page in the form of HTML, Drive displays sepa­
rately all nodes, edges, literals, namespaces, triples, graph summary, and errors 
and warnings, if any. Similar to Drive is the W3C RDF Validation Service [7] 
which provides a hyperlinked list of triples with errors and warnings, if any, 
and optionally a graph-based view of the validated statements. 

4.1.2 Ontopia Omnigator 

Omnigator [16] is a generic application built on top of the Ontopia Navigator 
Framework that allows users to load and browse any conforming topic map. 
Designed primarily as a teaching aid to help newcomers understand the topic 
map concepts, it is now an extremely useful tool for debugging topic maps and 
for building demo applications. Some of the features in the Omnigator 8 in­
clude plug-ins for performing querying, filtering, full text search, the ability to 
display class hierarchies (in both text and graphics modes), better stylesheets, 
RDF to Topic Map mapping, and an improved statistics printer. 

4.1.3 SIMILE RDF Browsing Tools (Welkin, Longwell, Knowie) 

The SIMILE project, jointly developed by the W3C, HP, and MIT, is working 
to make it easier to browse diverse collections of metadata and, more gener­
ally, to find the way around in the Semantic Web. SIMILE's domain specific 
and end-user friendly Longwell [26] and domain independent and RDF-savvy 
friendly Welkin [25] and Knowie [26] are proving very useful in different ap-
pHcation areas. Suitable for end-users, Longwell is a faceted browser that dis­
plays only the metadata fields that are configured to be Tacets' and hides the 
presence of the underlying RDF model. Knowie which is shipped as part of the 
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Longwell distribution is a node-focused graph navigation browser that is tar­
geted at people who want to see or debug the underlying RDF model. Long-
well and Knowle work together to provide a user-friendly Web-based front-
end to RDF. As Longwell requires a thorough understanding of the structure 
of the data being examined and it is hard to get a global overview of an RDF 
model, thus Welkin was created by the SIMILE team to summarize and to give 
a quick mental model of the data being manipulated. Designed for metadata 
analysts, Welkin is a graph based tool that provides global view and cluster 
characteristics of its data. According to the SIMILE team "Welkin is not 
meant to be a tool to discover a single RDF statement out of thousands, but it's 
meant as a "telescope" for your RDF data, a tool that lets you understand its 
global shape and cluster characteristics rather than the individual item". 

4.1.4 IsaViz 

IsaViz [28] is a visual environment for browsing and authoring RDF models 
represented as graphs. It allows smooth zooming and navigation in the graph; 
creation and editing of graphs by drawing ellipses, boxes, and arcs, and has 
support for several import and export RDF formats. Since version 2.0, IsaViz 
can render RDF graphs using GSS (Graph Stylesheets), a stylesheet language 
derived from CSS and SVG for styling RDF models represented as node-link 
diagrams and version 3 will have support for Fresnel display vocabulary. 

4.15 RDF Gravity 

Based on JUNG Graph API and Jena2, RDF Gravity [12] from Salzburg Re­
search is a graph visualization tool for RDF/OWL datasets of moderate sizes. 
Though only a graph visualization tool, RDF Gravity has a rich set of features 
that can satisfy several of the needs of a metadata creator and analyst. These 
include graph visualization and navigation features, local, global and custom 
filters, full text search, RDQL [24] queries, and multiple RDF file visualiza­
tion. Because of these features we have been using RDF Gravity during the 
course of our project for visualization of our data. 

4.1.6 SWOOP and Protege 

SWOOP [14] and Protege [11] are ontology development toolkits that provide 
an integrated environment to build and edit ontologies, check for errors and 
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Current 
Release 

Implement. 
Language 
Platform 

Software 
Availability 

Application 
Type 

Pricing 
Policy 

Drive 
RDF 

Version 
1.0 

C# 

Any .NET 
Platform 

Available 
for Down­
load 

Desktop 
Applica­
tion 
Open 
Source 
GNU 
LGPL 

RDF 
Gravity 

Version 1.0 

Java 

Any (Java) 

Available 
for 
Download 

Desktop 
Application 

Freeware, 
Not Open 
Source 

Longwell 

Version 1.1 
Dev. Rel. 
2.0 

Java 

Any (Java) 

Available 
for 
Download 

Web 
Application 

Open 
Source 
BSD 
License 

Welkin 

Version 
1.1 

Java 

Any (Ja­
va) 

Available 
for 
Download 

Desktop 

Open 
Source 
BSD 
License 

Omni-
gator 

Version 
8 

Java 

Any 
(Java) 
Trial 
Version 
Avail­
able 
Web 
Appli­
cation 

Copy 
Righted 

IsaViz 

Stable: 2.1 
Dev. Rel. 
3.0 

Java 

Any 
(Java) 

Available 
for 
Download 

Desktop 
Applica­
tion 
Open 
Source 
W3C 
License 

Table 1. Overview of RDF browsing and visualization tools 

inconsistencies, browse multiple ontologies, and share and reuse existing data 
by establishing mappings among different ontological entities. Protege is a 
desktop application based on a plugin design. Different plugins are available 
for Protege which drop different functionalities in it. SWOOP on the other 
hand is hypermedia inspired, is a web based tool, and is more light weight than 
Protege. SWOOP is also based on plugin architecture with some very useful 
plugins like Annotea that provides collaborative annotation support. SWOOP 
and Protege though basically ontology development tools can be used for 
visualizing small RDF datasets but their visualization capabilities are limited 
and we are not including them in our survey. 

4.1.7 Fresnel Display Vocabulary 

Fresnel [5] is an RDF vocabulary which aims to model information about how 
to present Semantic Web content (i.e., what content to show, and how to show 
it) as presentation knowledge that can be exchanged and reused between 
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browsers and other applications. Fresnel presentation knowledge is based on 
two fundamental concepts: lenses which specify the properties and ordering of 
RDF resources to be displayed, dind formats which indicate how to format the 
content selected by lenses. Content is selection is supported by using URIs, 
SPARQL, or its own language called Fresnel Selector Language [18]. The up­
coming versions of Longwell and IsaViz will support Fresnel and some other 
tools like Horus[9] and Arago claim to support its core features. 

4.2 End User Semantic Web Browsing Tools 

The Semantic Web vision is based on laying information bare so that it can be 
collected, manipulated, and annotated independent of its location or presenta­
tion formatting. Tools specifically designed for working with this information 
are required but without substantial quantities of semantic web data available 
users cannot benefit from such tools. Moreover, the semantic web is not an al­
ternate web but will coexist with the current web. Hence, most of the tools for 
browsing and working with semantic web take a different approach, i.e. they 
work with the current web, if semantic web content is available can process it, 
and if not available can extract from the current pages. They provide browsing 
and visualization of different levels of metadata detail and allows for the inte­
gration of multiple information sources to provide a more complete view of in­
formation about web resources. Though our survey does not include these end-
user tools but being the most relevant tools and sharing several ideas with 
RDF browsing and visualization tools, this subsection gives a brief introduc­
tion to these tools. 

Piggy Bank [13] from SIMILE is an extension of the Firefox web browser 
that lets web users extract individual information items from within web pages 
and save them in semantic web format. If the HTML of a web page or site is 
linked to the same information in RDF, Piggy Bank retrieves that RDF. Oth­
erwise, Piggy Bank can employ screen scrappers that attempt to extract and re­
structure information encoded in the served HTML. These items, collected 
from different sites, can now be browsed, searched, sorted, and organized to­
gether, regardless of their origin and types. The user can also subscribe to a 
Semantic Bank in order to publish and thus share his information on the web. 

Haystack [20] is the most impressive client-side application built on a Seman­
tic Web framework. It is an environment that allows users to easily manage 
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their documents, e-mail, appointments, tasks, and other information. It is 
called "universal information client" that seeks to link together different kinds 
of user data with a consistent interface. Haystack uses the concept of the "col­
lection" as an organizing principle. A collection might be a list of bookmarks 
or a set of email messages, which can then be displayed in different "views" or 
through different "lenses." Haystack is, ultimately, a tool for managing collec­
tions of these collections, all interlinked. 

Magpie [8] also extends a standard web browser and automatically associates 
a semantic layer with web pages using a user-selected ontology. It has the abil­
ity to identify and filter out the concepts-of-interest from any webpage it is 
given. The current set of concepts can be influenced by a selection of a par­
ticular ontology of concepts and relations. In addition, each such concept may 
provide an applicable set of relations or commands that can be executed. An­
other feature that improves the user's experience is the ability to turn the se­
mantic menus ON or OFF, to highlight all instances belonging to a particular 
ontological class, to follow and semantically process the links embedded in the 
document. Another interesting feature available in the non-public release of 
Magpie is its Collectors which is a trigger service that collects items of interest 
as they are browsed. 

Similarly, other semantic web browsing tools for the end user are available 
each provide access to the user with different layers of abstraction. 

5 Comparison of RDF Browsing and Visualization Tools 

Following is a comparison of the tools against the evaluation framework 
adopted in section 3. These tools were briefly introduced in section 4 and here 
their more technical features are evaluated from the view point of a metadata 
creator and analyst. 

RDF is an abstract model and it can be realized in several concrete serializa­
tions Uke RDF/XML, N3, and N-Triple. RDF data may also reside in in-
memory databases and remote triple stores. During our investigation we found 
that all of the tools have support for RDF/XML as its import/export format and 
most of the tools also support other common formats like N3 and N-Triples. 
Originally a Topic Map browser, Omnigator has import/export support only 
for RDF/XML which provides the facility of mapping between RDF and 
Topic Maps, though the results are not always promising. Longwell can access 
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data in several triple storage systems but needs several configurations steps. 
Omnigator can also access data available on its native Ontopia Knowledge 
Server. IsaViz can browse and edit data in a Sesame triple store by using a 
plugin. All of the tools support reading data from several RDF files, merge the 
resulting graphs, and provide a unified display. Longwell utilizes its built-in 
inference mechanism for providing a more friendly display but none of the 
tools have the option of integrating an external inference engine. Longwell is 
not domain independent and the dataset needs to be prepared before browsing. 
Table 2 provides a summary of these features. 

Table 2. Triple data format related features of RDF browsing and visualization 
tools 

RDF 
Gravity 
Drive 
RDF 
Longwell 

Welkin 

IsaViz 

Omnigator 

Import 
Format 

RDF/XML 

RDF/XML 

RDF/XML, 
N3,N-Triple 

Turtle/N3, 
RDF/XML 
RDF/XML, 
N3,N-Triple 

XTM, LTM, 
HyTM, RDF 

Export 
Format 

RDF/XML 

RDF/XML, 
HTML output 
RDF/XML, 
N3, N-Triple 

RDF/XML, 

RDF/XML, 
N3, N-Triple, 
SVG, PNG 
XTM, HTM, 
HyTM, 
CXTM, RDF 

Triple 
Store 
Access 
No 

No 

Jena, 
Joseki, 
3 Store, 
Kowari, 
Sesame 
No 

Through 
Plugin for 
Sesame 
OKS only 

File 
Merging 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Inference 
Support 

" N O 

No 

Built-in 

NO 

NO 

NO 

Table 3 shows an overview of the display features of the RDF browsing and 
visualization tools. Text-based representation, in general, cannot nicely depict 
the structure of a large amount of data but is very effective for data mining, 
i.e., posing targeted queries once the required structure is known. Moreover, 
text-based displays are not effective for data "understanding", i.e., making 
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sense of a large dataset of unknown global structure. Gravity, Welkin, and Is-
aViz provide graph-based displays consisting of node-link diagrams whereas 
Drive, Longwell, and Omnigator are text-based. Omnigator can also display a 
graph output by using its Vizigator plugin. Only Longwell and Omnigator 
provide an integrated interface consisting of a global view and the details of a 
selected item. All of the graphical browsers provide a general global view of 
the data with no grouping and clustering of similar items. Gravity and IsaViz 
use several visual cues (shape, color, size, and shading) together to visualize 
similar items. The development releases (alpha versions) of Longwell and Is­
aViz have support for Fresnel Display Vocabulary. Graph statistics are not 
available in Gravity, IsaViz and Longwell; Omnigator provides some useful 
statistics on the graph, whereas Welkin is capable of showing more advanced 
graph-theoretical properties. Graph editing features are only available in Is­
aViz which is basically an RDF graphical editor and browser. Other editors 
like Protege can also be used for browsing RDF datasets but these display in­
formation in a hierarchical way which makes it difficult to grasp the inherent 
graph structure. 

Table 3. Display features of RDF browsing and visualization tools 

Display 
Interface 

Presentation 
Paradigm 

Graph 
Editing 

Support 
for 
Fresnel 
Voc. 

Graph 
Statistics 

RDF Gra­
vity 
Drive RDF 

Longwell 

Welkin 

IsaViz 

Omnigator 

Global 

Local 

Integrated 

Global 

Global 

Integrated 

Graph 

HTML 

HTML 

Graph 

Graph 

HTML, Gra­
phical support 
(Vizigator Plu­
gin) 

No 

Very 
Poor 
No 

No 

Yes 

Yes 

No 

No 

Yes 
(2.0) 

No 

Yes 
(3.0) 

No 

No 

Simple 

No 

More Ad­
vanced 
No 

Advanced 
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For scalability tests, besides our own datasets we used data from SIMILE 
project and Open Directory Project. Table 4 lists our results. We found that 
most of the tools can work only with a few megabytes of RDF data or a model 
consisting of a thousand statements at the most. Longwell and Omnigator can 
work with larger datasets scaling up to several thousand statements. A graphi­
cal tool may load a larger file but its visual scalability is very limited as com­
pared to a text-based tool. Graph display in Gravity is improved by visual cues 
and by selection and filtering. The output of IsaViz, though not better than 
Gravity, is much better than Welkin mainly because of its zoomable user inter­
face. Omnigator has plugin architecture and can be extended very easily. 
Longwell also provides the facility of extension. 

Table 4. RDF browsing tools' scalability factors 

RDF Gra­
vity 

Drive RDF 

Longwell 

Welkin 

IsaViz 

Omnigator 

Max. Dataset Size 

Limited (<1000 state­
ments or Approx. 1 MB 
of RDF) 
Limited (< 1000 state­
ments or Approx. 2 MB 
of RDF) 
High (>500,000 state­
ments) 
Limited (<1000 state­
ments or Approx. 1 MB 
of RDF) 
Limited (< 1000 state­
ments or Approx. 1 MB 
of RDF) 
High (up to 100,000 
TAOs) 

Visual Scalabi-
lity 
Limited 

Poor for rela­
tively large 
graphs 
High 

Limited 

Limited 

Fairly high in 
text mode 

Extension Mecha­
nism 
No 

No. Tool is not in 
active development 

Yes 

No 

No 

Plugins 

Table 5 is a listing of searching, querying, and filtering facilities available in 
the RDF visualization tools that we investigated. Selection and filtering fea­
tures available in Longwell and Omnigator are based on ontological concepts 
like classes, properties, resource types, etc. A Gravity user can apply local and 
global filters and can hide selected graph elements. Similarly, IsaViz also pro­
vides simple selection and activation/deactivation of nodes, links, and regions. 
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For fine-grained control RDF gravity provides support for RDQL and Omni-
gator supports its own topic map query language, tolog. Full text search of 
graph elements is available in almost all of the tools and none can create full 
text indexes of the documents annotated by the underlying RDF model. 

Table 5. Search, query, and filtering facilities in RDF browsing and visualiza­
tion tools 

RDF Gra­
vity 

Drive RDF 
Longwell 
Welkin 
IsaViz 
Omnigator 

Selection & 
Filtering 

Yes 

No 
Yes 
Yes 
Simple 
Yes 

RDF Query 
Language 

Yes 
(RDQL) 

No 
No 
No 
No 
Yes (to­

log) 

Full Text 
Graph 
Search 

Yes 

No 
Yes 
Yes 
Yes 
Yes 

FuU Text 
Document 
Search 

No 

No 
No 
No 
No 
No 

6 Recommendations 

The following recommendations for future effective and useful tools can be 
deduced from our investigation: 

• Import/export support for common RDF serialization formats like 
RDF/XML, N3, N-Triple, TriX, etc. and extendable to other upcoming 
formats 

• Support for reading from multiple data sources and providing a unified 
display 

• Possibility of connecting to a triple store over common protocols 
• Support for graphical and textual display of information 
• The option of simple and more advanced graph statistics 
• An integrated display interface consisting of both local and global views 

of RDF data 
• Built-in support for basic reasoning and possibility of plugging in differ­

ent inference engines 
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• Global and local filters for simple selection and browsing 
• Support for SPARQL RDF query language 
• Full text graph and annotated documents search 
• Use of visual cues for highlighting similar items 
• Support for Fresnel Display Vocabulary 
• Support for data in the range of millions of triples 
• Tool extension by a plugin mechanism 

The maximum support for the features in the future releases of semantic 
web browsers or development toolkits will enable metadata creators and ana­
lysts to better perform their tasks. 

7 Conclusions 

In this paper we presented and compared a set of tools for the browsing and 
visualization of Semantic Web data expressed in RDF from the point of view 
of a metadata creator and analyst. All of tools that we investigated provide 
source validation, have support for RDF/XML as its import/export format, 
have the facility of merging different RDF files, and have limited scalabiHty in 
terms of maximum number of triples that could be loaded. 

All graphical tools have very limited visual scalability and most of them use 
a single display representation, and very few have promised to provide support 
in their coming releases for Fresnel display vocabulary. Moreover, most of the 
tools have searching and filtering facilities but at different levels of granular­
ity, few have the option of Full text search, none has support for SPARQL, 
and none can build full text indexes for RDF annotated documents. Few tools 
provide the facility of accessing data in triple stores. None of the tools allows 
the integration of external inference engines and only Omnigator can be ex­
tended by using plugins. 

Like in other semantic web tools, we found Java as the pre-dominant im­
plementation language, Jena as semantic web development toolkit, Lucene as 
full text search engine, and Velocity as template engine. 
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Abstract. An approach for managing knowledge in an organisation in the new 
infrastructure of Semantic Web consists of building a Corporate Semantic Web 
(CSW). The main components of a CSW are (i) evolving resources distributed 
over an intranet and indexed using (ii) semantic annotations expressed with the 
vocabulary provided by (iii) shared ontology. However, changes in the operat­
ing environment may lead to some inconsistencies in the system and they result 
in need of modifications of the CSW components. These changes need to be 
evolved and well managed. In this paper we present a rule-based approach al­
lowing to detect and correct semantic annotation inconsistencies. This rule-
based approach is implemented in the CoSWEM system enabling to manage 
the evolution of such a CSW, especially to address the evolution of semantic 
annotations when its underlying ontologies change. 

1 Introduction 

Organisational knowledge is considered as one of the most important assets of 
organisations, which decisively influences its competitiveness. More and more 
organisations set up a Knowledge Management (KM) system in order to better 
facilitate the access, sharing, and reuse of that knowledge as well as creation 
of new organisational knowledge [6]. One approach for managing knowledge 
in an organisation consists of capturing organisational knowledge and building 
an Organisational memory or Corporate memory [17]. In the next generation 
of Semantic Web aiming at a better cooperation among humans and machines 
[1], organisational memories can be materialised as a Corporate Semantic Web 
(CSW), which are composed of heterogeneous, evolving resources distributed 
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over an intranet and indexed using semantic annotations expressed with the 
vocabulary provided by a shared ontology [5,18]. 

However, organisations live in dynamic and changing environments because 
of the changes in their business, technologies and processes. These changes of­
ten lead to continuous changes in the organisation's KM system in which on­
tologies are the evolving factor since they are used as a backbone for provid­
ing and accessing knowledge sources in ontology-based KM systems [23]. 
Ontological changes in underlying ontologies then need to be propagated to all 
semantic annotations that are created based on the shared vocabulary of these 
ontologies. Consequently, such modifications influence activities and per­
formance of the KM system and they are still not well addressed [11]. 

In this paper, we introduce the Corporate Semantic Web as a particular ap­
proach to KM and analyse its evolution problem. We present the CoSWEM^ 
system enabling to manage the evolution of such an CSW and we focus par­
ticularly on the evolution of semantic annotations when their underlying on­
tologies change. In this system, a rule-based approach is implemented in order 
to detect inconsistent annotations and to guide the process of solving these in­
consistencies by applying correction rules and resolution procedures. First of 
all, we introduce our CSW approach and its evolution problems in Sect. 2. We 
describe the CoSWEM system architecture and its main functions. In Sect. 3, 
we propose a rule-based approach including inconsistency detection rules and 
correction rules. Then, we summarize briefly in Sect. 4 a survey of current re­
searches on the evolution of ontology and ontology-based KM systems, the 
impacts of theirs changes on components of the system. Before giving a con­
clusion and further work in the last section, we will also discuss on the similar­
ity between our work and several existing studies. 

2 Evolution Management for a Corporate Semantic Web 

2.1 Corporate Semantic Web approach 

With the purpose of deployment organisational knowledge using Internet and 
web technologies for an organisation, many researches have been carried out 

^ Corporate Semantic Web Evolution Management 
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to study the integration of a corporate memory [6] in a new Semantic Web en­
vironment. Semantic Web aims at making the semantic contents of Web re­
sources understandable not only by human but also by programs, for a better 
cooperation among humans and machines [1]. The ACACIA^ research team 
has been studying the materialization of a corporate memory as a Corporate 
Semantic Web (CSW) [5] [6] using ontologies to formaHze the vocabulary 
shared by a community, and semantic annotations based on these ontologies to 
describe heterogeneous knowledge sources and facilitate their access via intra­
net/internet (as Fig.l). Considering our illustrating example in biomedical do­
main, this CSW consists of: 

Resources: they can be documents, databases that store biomedical infor­
mation. These resources also correspond to people, services, software or 
programs. 
Ontologies: they describe the conceptual vocabulary in biomedical domain 
(i.e UMLS^ metathesaurus and ontology). 
Ontology-based semantic annotations: they use the conceptual vocabulary 
defined in ontologies to describe resources, for example biomedical in­
formation, symptoms and experiments stored in the databases... 
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Fig. 1 - Architecture of a Corporate Semantic Web 

^ http://www-sop.inria.fr/acacia/ 
^ Unified Medical Language System. 
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2.2 Evolution problems in a Corporate Semantic Web 

When one of three main components of a CSW is changed, it might have an 
impact on the consistency of the overall system. In this case, other related 
parts may need to evolve as well to reflect the changes. Among these three 
components, ontologies are the evolving factor since their domains are chang­
ing fast (new concepts may appear, concepts are removed, concept hierarchy is 
reorganized... etc). The authors of [7] have proposed three types of changes in 
ontology evolution: changes in domain, changes in conceptualisation and 
changes in specification. A modification in one part of the ontology may gen­
erate inconsistencies in other parts of the same ontology, in the ontology-based 
instances as well as in depending ontologies and in the applications using this 
modified ontology [22]. Moreover, changes in ontology may impact to the se­
mantic annotations that use concepts or properties defined in this ontology. 
Like the ontologies, resources also influence on the semantic annotations in 
case of change since the latter describe the content of knowledge sources. In 
order to manage changes in a CSW, we have proposed an evolution manage­
ment system CoSWEM that aims at managing the evolution of each compo­
nent and the evolutionary relation among components. However, in this paper 
we emphasize the propagation of the ontological changes to the semantic an­
notations in order to keep an overall consistency. This change propagation 
phase can be considered in the process of semantic annotation evolution. 

We examine a scenario in which a biologist (or a doctor) needs to create 
semantic annotations describing a patient's profile. These semantic annota­
tions use several specialized terms that are defined in the biomedical UMLS 
ontology containing the concept Fever and its subconcept Malaria Fever. For 
instance, s/he describes some information in the profile of her/his patient John 
Beeman who has a disease Malaria Fever in the following annotation: 
<ev:Person rdf:about="http://persinfo.com/John.Beeman"> 

<ev:hasDisease rdf:resource='&ev;Malaria_Fever'> 
</ev:hasDisease> 

</ev:Person> 
Annotation before updating statement 

After some executed changes in the biomedical UMLS ontology (e.g. the 
concept Malaria Fever is deleted), this existing statement of annotation will be 
inconsistent with respect to the ontology because of lack of the reference to the 
deleted concept Malaria Fever. One possible solution in this case is to replace 
the deleted concept name Malaria Fever in annotation by its parent's name Fe­
ver. 



A Rule-based approach for Semantic Annotation 107 

<ev:Person rdf:about="http://persinfo.com/John.Beeman"> 
<ev:hasDisease rdf:resource='&ev;Fever'> 
</ev:hasDisease> 

</ev:Person> 
Annotation after updating statement 

In order to describe the inconsistency of semantic annotation, we define 
what is a consistency constraint and what is an inconsistent semantic annota­
tion. We also give a definition of an annotation model that is based on the data 
model RDF presented in [24]. 
Definition 1: A consistency constraint ensures a consistent agreement among 
semantic annotations entities with respect to their underlying ontology. 
Definition 2: A semantic annotation is defined to be inconsistent with respect 
to its ontology model if it violates the consistency constraints defined for anno­
tation model 
Definition 3: An annotation model is a tuple SA:=(RA, CA, PA, L, TA) where: 

- RA : set of resources 
- CA : set of concept names defined in ontology (CA CZ RA) 
- PA : set of property names defined in ontology (PA a RA) 
- L : set of literal values 
- TA : set of triples (s, p, v.) where s e RA, p EPA and v e (RA UL) 

2.3 Process of semantic annotation evolution in the CoSWEM system 

As we mentioned in previous sections, semantic annotations might be incon­
sistent after having applied some ontological changes. We present in this sec­
tion a process of the CoSWEM system enabling to address the inconsistency 
of semantic annotations. In our system, we choose RDF(S) languages [24], 
which are recommended by W3C, to formalize our ontologies and annotations. 
RDF uses a triple model and an XML syntax to represent properties of Web 
resources and their relationships in what we call RDF annotations. The system 
process includes the following main steps: 

Step 1 : convert UMLS metathesaurus and semantic type into a RDF(S) ontol­
ogy 
The UMLS metathesaurus and semantic types are represented in structured 
textual files, so they need to be converted into a suitable format of an ontology 
in RDF(S) for later processing. We also convert the log file capturing realised 
changes between two UMLS metathesaurus versions to appropriate format 
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(e.g. this change log format can include some information related to the author 
of change, type of change, the old/new value...). This converted log file allows 
to determine quickly the annotations related to ontology changes. 

Step 2 : query semantic annotations, using Corese 
Corese, a semantic search engine developed by the Acacia team [4] (see be­
low), allows to query the annotation bases taking into account the concept hi­
erarchy and the relation hierarchy defined in the ontologies. It makes infer­
ences on the whole annotation according to user's queries. In this step, Corese 
especially can be used to retrieve from existing annotation bases: 

annotations related to modified ontology by using their reference link to 
this ontology. 
potential inconsistent annotations (they may include both related consis­
tent and inconsistent annotations) by using a set of ontology changes. A 
potential inconsistent annotation means that it relates to the ontological 
change but its consistency constraint has not been verified. 

Step 3 : apply inconsistency detection rules 
We apply inconsistency detection rules in this step in order to detect the real 
inconsistent annotations from a set of potential inconsistent annotations. A real 
inconsistent annotation means that it violates the consistency constraint de­
fined for the annotation. These detection rules are formulated from a set of 
constraints and are expressed in the syntax of Corese rule language. 

Step 4 : apply inconsistency correction rules and resolution procedures 
After having determined real inconsistent annotations from a set of potential 
inconsistent annotations, these annotations will be repaired by applying correc­
tion rules. We have established all possible solutions that solve the propaga­
tion of ontological changes to their semantic annotations in order to keep con­
sistency status. 

Step 5 : versioning management 
This step enables us to manage versions of the ontology and its semantic anno­
tation in case of storing different versions. 

In this system process, we focus on the Step 3 which is responsible for 
checking the consistency of an semantic annotation with respect to its underly­
ing ontology. This step also enables to find "parts" in the semantic annotation 
that violate consistency constraints. The Step 4 is responsible for ensuring the 
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consistency of the semantic annotation by applying the correction rules and the 
resolution procedures that resolve the detected inconsistencies. 

COUSI '^IIC^ 
iBcoafl i t t i icf ^:;|N: | — • { r*cov«r ;T; 

eomlsteiicj ^"f 

ittsctaan ndtf 

x:. 
fe Comrnam it 

notificatson 

Fig. 2 - Process of semantic annotation evolution 

The actors involved in this system (as Fig.2) are the System Engineer who 
manages the overall system, the Annotator who creates annotations based on 
existing ontology, the Ontology Provider who provides changing ontology 
source (e.g. UMLS project offering biomedical information from a variety of 
different sources). UMLS metathesaurus^ contains information about biomedi­
cal concepts and terms from many controlled vocabularies and classifications 
used in patient records, full-text databases and expert systems. All concepts in 
metathesaurus are assigned to at least one semantic type from the semantic 
network. This provides consistent categorization of all concepts in metathesau­
rus at the relatively general level represented in semantic network. Currently, 
the structure of semantic network is quite stable while the metathesaurus is 
updated at least three times a year, some concepts in metathesaurus are in­
serted, deleted or renamed after each released version. Changes between two 
consecutive released versions are captured in a log file that allows us to watch 
for which type of changes and how these changes were executed. This is a 

^ http ://www.nlm.nih.gov/research/umls/meta2.html 
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good example for illustrating the influence of a frequent changing domain 
source to its metadata sources. The Acacia team has generated we have built 
an ontology represented in RDFS in order to describe the biological domain 
(drugs, cells, genes, processes). This ontology consists of concepts and rela­
tions extracted from UMLS semantic type network and a part of metathesaurus 
[13]. 

We use Corese^ an ontology-based search engine for the semantic web: it is 
dedicated to the retrieval of web resources annotated in RDF(S) [4] by using a 
query language based on RDF(S). Corese engine internally works on concep­
tual graphs (CG). It enables an RDFS ontology and RDF annotations to be 
loaded and translated into CG, and then, using the CG projection operator, al­
lows the base of annotations to be queried. Corese proposes a query language 
for RDF very similar to SPARQL ;̂ for each query, an RDF graph is generated, 
related to the same RDF Schema as the one of the annotations to which it is to 
be matched. When matching a query with an annotation, according to their 
common ontology, both RDF graphs and their schemas are translated in the 
CG model [9]. Besides, Corese provides a rule language enabling us to deduce 
new knowledge from existing one [3]. For example, when we modify the un­
derlying ontology (e.g. deletion of concept Malaria Fever), annotations based 
on this ontology may be in inconsistent status. Corese enables us to retrieve all 
annotations related to this ontology change by applying query to the annota­
tion base (as Fig.3). 

^ conceptual REsource Search Engine (http://www-sop.inria.fr/acacia/soft/corese/) 
^ http://www.w3 ,org/TR/rdf-sparql-query/ 
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Fig. 3 - A query example using Corese 

The following query determines Person (?p) who has a disease called Ma­
laria Fever. This query also indicates the affected statement and the source lo­
cation of the annotation containing this statement (e.g. this statement is located 
in an RDF annotation file diseasel.rdf). 
PREFIX ev: <http://www.inria.fr/acacia/evolution#> 
select ?src where 
?p rdf:type ev:Person 
source ?src (?p evrhasDisease ev:Malaria_Fever) 

3 Rule-based approach for solving inconsistencies of semantic 
annotation 

Our mle-based approach is constructed from some consistency constraints that 
must be satisfied for any annotation model. Consistency is an attribute of a 
(logical) system that is so constituted that none of the facts deducible from the 
model contradicts an other [21]. Therefore, we have proposed some consis­
tency constraints that can be considered as an agreement among semantic an­
notations entities with respect to their underlying ontology. Based on thes 
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consistency constraints, we have created some inconsistency detection rules 
using syntax of Corese rule language. 

3.1 Consistency constraints 

In order to express consistency constraints, we take the notation from [24] to 
describe an RDF triple in annotation as a triple (s p v .). This triple makes 
statement about resource and it can be expressed as a subject s has a property/? 
whose value is v. We use the primitive rdf:type to indicate a resource as in­
stance of specific types or classes (e.g. resource has type Class or Property), 
and other primitives with prefix rdfs: to describe classes or relationship among 
these classes in the ontology. 
- CC'l (Constraint on concept): All the concepts used in the annotation 

must be defined before in the ontology. 
(s rdf:type c) => (c rdfitype rdfs:Class) 

- CC'2 (Constraint on property): All the properties used in the annotation 
must be defined before in the ontology. 

(spy.) =^ (p rdf:type rdf:Property) 
- CC'3 (Constraint on property domain): The resource which is the domain 

of a property in the annotation must be compatible with the domain of the 
corresponding property defined in the ontology. 

(p rdf:type rdf:Property) A(p rdfs: domain d)A(di p v.) 
=> (di rdf:type d) 

- CC'4 (Constraint on property range): The resource which is the range of 
a property in the annotation must be compatible with the range of the cor­
responding property defined in the ontology. 

(p rdf:type rdf:Property)A(P rdfs:range r)A (s p rj.) 
=> (rj rdftype r) 

- CC'5 (Constraint on datatype): The datatype of a value of property in the 
annotation must be compatible with the value of the corresponding prop­
erty defined in the ontology. 

(p rdftype rdf: Property) A(p rdfs:range r)A 
(r rdftype rdfs: Datatype) A (s p ri,) => (rj rdftype r) 
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3.2 Inconsistency detection rules 

We have established several inconsistency detection rules enabling us to find 
inconsistent annotations that are obsolete related to a modified ontology con­
sidered as a reference. These rules are based on consistency constraints and are 
represented in syntax of Corese rule language. We have implemented these de­
tection rules in Corese in order to make use of its queries for the task of incon­
sistency detection. Below is an example of a rule that detects inconsistent an­
notations whose concept has not been defined before in the ontology. 
Detection rule for concept resource: If a concept is used in an annotation but 
it has not been defined in the ontology, then this annotation leads to inconsis­
tent status. 

This detection rule can be expressed as following: 
IF 

?x r d f i t y p e ?c 
n o t ( ? c r d f : t y p e r d f s : C l a s s ) 

THEN 
e r r o r ( " i n c o n s i s t e n t " ) 

We use the syntax of Corese rule language (including some primitives in 
SPARQL) to represent this detection rule as below: 

< c o s : r u l e > 
<cos : i f> 

?x r d f i t y p e ?c 
o p t i o n ( ?c r d f : t y p e ? c l a s s 
? c l a s s = rdfs - .Class 
) 
f i l t e r ! b o u n d ( ? c l a s s ) 

< / c o s : i f > 
<cos : then> 

?x r d f i t y p e c o s i E r r o r 
< /cos I then> 

< / c o s I r u l e > 

3 3 Inconsistency correction rules and resolution procedures 

After having collected all inconsistent annotations from a set of potential in­
consistent annotations, we need to correct these inconsistencies by applying 
some correction rules on these annotations (e.g. what should the system do if a 
leaf concept is deleted?). We have established several resolution procedures 
for each ontological change (e.g. how to solve an inconsistent annotation if it 
relates to a deleted leaf concept in ontology?) and specified how to propagate 
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the change resolution to inconsistent annotations in order to keep an overall 
consistency. We examine an example of the deletion of a leaf concept in the 
ontology. Suppose we have a leaf concept MalariaFever (Malaria_Fever 
rdf:type rdfs:Class) which is the child of an unique super-concept Fever (Fe­
ver rdf:type rdfs:Class, Malaria_Fever rdfs:subClassOf Fever), a property/? 
(p rdf:type rdf:Property) that may receive Fever as its domain/range. Now we 
make a change in the ontology by removing the leaf concept MalariaFever. 
After having deleted this leaf concept in the ontology, several statements in 
annotations related to this concept Malaria_Fever may be in inconsistent status 
with respect to this modified ontology. To solve this problem, there are several 
possible solutions (see table below) that can be applied to obsolete annotations 
depending on each ontological change resolution. 

Inconsistency 
correction rules 

If the Fever concept is the domain of 
p in the ontology, and the evolution 
strategy consists of changing the in­
stances of the deleted concept Ma-
laria_Fever into instances of its 
unique super-concept Fever, Then 
the system will transform a resource 
instance of the Malaria_Fever con­
cept into an instance of the Fever 
concept, it will keep unchanged the 
annotations conceming the property p 
on this resource. 

If the Fever concept is the range ofp 
in the ontology, and the evolution 
strategy consists of changing the in­
stances of the deleted concept Ma-
laria_Fever into instances of its 
unique super-concept Fever, Then 
the system will transform a resource 
instance of the Malaria_Fever con­
cept into an instance of the Fever 
concept, it will keep unchanged the 
annotations expressing the value of 
the property/7 for this resource. 

Resolution Procedure 

The instance of the concept Ma-
laria_Fever will become instance of its 
super-concept Fever, but the RDF triple 
involving the property/? on this instance 
will remain the same. 
Replace 
(instjdisease rdf:type Malaria_Fever,) 
(inst disease p v.) 

By 
(instjdisease rdf:type Fever.) 
(instjdisease p v.) 

with V can be a literal value or an in­
stance of concept; 
The instance of the concept Ma-
laria_Fever will become instance of its 
super-concept Fever, but the RDF triple 
involving this instance as value of the 
property/?. 
Replace 
(instjdisease rdf:type MalariaJFever,) 
(s p inst disease.) 

By 
(instjdisease rdf:type Fever.) 

(s p instjdisease.) 
with s is the instance of a concept; 
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If the Malaria_Fever concept is the 
unique domain/range of p in the on­
tology. Then system will delete all 
statements including the instance of 
concept Malaria_Fever in annotation. 

All obsolete statements including the in­
stance of concept Malaria_Fever will be 
removed. 
Remove 
(inst_disease rdf:type Malaria_Fever.) 
(instjiisease p v.) 
(s p inst_disease J 
with V can be a literal value or a con-
cept; s is the instance of a concept; 

In addition, for each change in ontology that may affect a semantic annota­
tion, we have different strategies to restore the consistency of this annotation. 
For instance, an obsolete statement can be totally removed or it can be modi­
fied according to the new update of corresponding part (concept/property) in 
ontology. 

4 Related Work and Discussion 

The majority of researches in the field of KM system, ontology or semantic 
annotation are focused mainly on construction issues. There are few studies 
coping with the changes and providing maintenance facilities in KM system. 
In this section, we make a survey on these existing studies and we try to give 
an comparison between our work and some other related researches. 

4.1 Related Work 

An interesting research on the evolution of KM system is presented in [11]. 
This paper analyses two types of changes: (i) functional changes and (ii) struc­
tural changes that can appear in KM systems. The authors in [12] point out 
that ontologies on the Web will need to evolve. They provide a new formal 
definition of ontologies for the use in dynamic, distributed environments and 
also present SHOE, a Web-based knowledge representation language. [12] 
mentions to the support of multiple versions of ontologies and ontology reuse 
but it does not process the change propagation between distributed and de­
pendent ontologies. There are also some studies of managing changes in on­
tologies [7] [21] that take ideas from research on database schema evolution 
[8]. [14] describes an ontology versioning system that allows access to data 
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through different versions of the ontology. This approach is based on the com­
parison of two ontology versions in order to detect changes. But the change 
detection phase is a complicated and time-consuming process. It is impossible 
to determine the cause and the consequences of a change, which is a crucial 
requirement for the consistency of the dependent ontologies [22]. Moreover, 
the authors of [7] [15] have proposed a framework for ontology evolution but 
their approach lacks a detailed analysis of the effect of specific changes on the 
interpretation data. In contrast to that approach of versioning, which detects 
changes by comparing ontologies, Stojanovic et al. present their ontology evo­
lution approach that allows access to all data only through the newest ontol­
ogy. In their paper [10], the authors have summarized briefly these two main 
approaches of ontology evolution and versioning. The authors have presented 
in [22] a process of six-phases for ontology evolution with some procedures of 
change resolution. They have focused on the two important phases (i) semantic 
of change that enables the resolution of ontology changes in a systematic man­
ner by ensuring the consistency of the whole ontology and (ii) change propa­
gation that brings automatically dependent artefacts (ontology based instances, 
applications and dependent ontologies) into a consistent state after an ontology 
update has been performed. [19] has also presented an integrated framework 
for managing multiple and distributed ontologies. This paper presents a con­
ceptual modeling approach along with its mathematical definition and formal 
semantics in order to solve the change propagation of distributed ontologies. 
However, both [22] [19] have not mentioned about the change propagation to 
the related annotations in case of related changes in ontologies. In [20], the au­
thors have introduced a combined approach that supports the process of ontol­
ogy evolution and ontology versioning by managing the history of ontology 
changes. 

There are very few approaches investigating the problems of propagation of 
the ontological changes to semantic annotations. In [23], the authors proposed 
a framework CREAM to solve the evolution of metadata based on their exist­
ing research on the ontology evolution. Nevertheless this approach only pre­
sented their proposition of a framework for enabling consistency of the de­
scriptions of the knowledge sources in case of changes in the domain ontology 
but they do not specify techniques to solve it. Another study of ontology evo­
lution influence on metadata via relational constraints of a database system is 
also given in [2]. According to this approach, the knowledge-based environ­
ments rely on a relational database to store the RDF and RDFS used for repre­
senting respectively ontology-based assertions and the ontology structure it-



A Rule-based approach for Semantic Annotation 117 

self. Ontology maintenance events can be managed using database triggers for 
automatically modifying property ranges or domains in the stored assertions. 

4.2 Discussion 

Our work presented in this paper can be compared with some similar existing 
studies. Regarding to the resolution of inconsistencies in semantic annotations 
in the context of modifications in ontology, [23] has presented the framework 
CREAM enabling the consistency of semantic annotations when ontologies 
changes but has not specified a particular technique to solve it. In [2], a tech­
nique of using triggers in relational database for automatically modifying 
property ranges or domains in the stored assertions has been introduced but it 
has not mentioned the inconsistency resolution process. Our evolution man­
agement system CoSWEM not only proposes the propagation process of the 
ontological changes to semantic annotations but also specifies a rule-based ap­
proach to detect inconsistent annotations and the correction procedures to 
solve these inconsistencies. Relying on rule-based approach, our work differs 
from the rules for change in [15] for finding complex ontology changes. In 
contrast to this method which is based on a set of rules and heuristics to gener­
ate a complex change from a set of elementary changes, our approach relies on 
the executed ontological changes stored in the evolution log. Our detection 
rules deal with the semantic annotations only related to these changes instead 
of examining all annotation base. 

We have also suggested a solution to manage several different versions of 
ontology and semantic annotations for a CSW after some changes. This ver­
sion management can be related to some previous works [15] [16] [20]. We 
are carrying out several studies on methodologies and techniques for this issue. 

5 Conclusion 

We have presented in this paper the Corporate Semantic Web as one par­
ticular approach for managing knowledge for an organisation in the new infra­
structure of Semantic Web. However, such a CSW system needs the ability to 
adapt efficiently to the changes from its components such as ontologies, anno­
tations or resources. For this reason, we have proposed the CoSWEM system 
enabling us to manage its evolution, especially to manage effects on annota-
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tions when the ontologies change. In this system, we have implemented a rule-
based approach for solving inconsistencies in semantic annotations. This ap­
proach enables to find inconsistent annotations through inconsistency detec­
tion rules and then to repair these inconsistencies by using correction rules and 
resolution procedures. 

As further work, we will refine this rule-based approach and study some ef­
fective algorithms on the process of correction and validation for semantic an­
notations changes. We will also focus on the problem of versioning manage­
ment allowing to use different versions of semantic annotations and 
ontologies. 
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Abstract. The growth of interest in Semantic Web has increased the number of 
ontologies. Necessity of dealing with different ontologies at the same time has 
enhanced the research on ontology integration. This paper is focused on inte­
grating ontologies covering the same domain. In particular, a novel approach of 
semantically parsing multiword elements (SPME) is presented in this paper. 
What is more, paper exemplifies the approach on ontology examples from e-
leaming domain and confirms the approach with existing ontologies. In addi­
tion, paper shows that it produces results with respect to information retrieval 
techniques. 

1 Introduction 

An ontology is an explicit specification of a conceptualization [15]. Ontologies 
are widely used in Semantic Web [14], where they provide the base for seman-
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tic annotation to web pages. The wide usage of Semantic Web and the number 
of people contributing to the web increase numbers of ontologies. 
One of the basic problems in the development of the Semantic Web is the in­
tegration of ontologies. Due to the creation of ontologies by different people, 
there have been large numbers of disparate ontologies covering the same do­
main, therefore, in order to extract information from web, semantic integration 
of these ontologies is required. 

Ontologies tend to differ from each other in syntax, logical representations, 
language expressivity, scope, model coverage, and concept description [8]. 
These differences in ontologies are called mismatches and they are explained 
in [12] detail. Also there are synonym terms (naming differences) and homo­
nym terms (subjective meaning) problems between ontologies [3]. In litera­
ture, several approaches have been proposed and they are explained in detail in 
Sect. 2. 
This paper deals with the problem of integrating independently created ontolo­
gies of a specific domain. First existing methods are reviewed. Proposed ap­
proach is semantically parsing multiword elements (SPME) into single word 
elements and then using them to create relations between ontologies. 
The case study concerns an e-leaming scenario. First, the approach is tested on 
sample ontologies in e-leaming domain that are represented in OWL [7]; then 
followed its appHcation to existing ontologies. Finally, using the existing on­
tologies so integrated, utility of our approach is exemplified in information re­
trieval for novel searches. It is shown that the new approach of SPME helps to 
improve integration process, especially in the case of data mining using on­
tologies. 

The remainder part of the paper is organized as follows. In Sect. 2, the prob­
lems arising while integrating ontologies and known solutions are explained. 
Sect. 3 describes a problem in using e-leaming scenarios. In Sect. 4 SPME ap­
proach is described. Sect. 5 displays the utility of this approach with informa­
tion retrieval. Sect. 6 concludes the paper 
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2 Reconciliation of Ontology Mismatches 

2.1 Mismatches 

Differences in ontologies are referred to as mismatch by Klein [8]. Due to the 
fact that the universe, which is the domain part of ontologies, can be specified 
in many different ways, the problem of mismatch in ontologies arises. Detec­
tion of mismatches and resolving them has an important role in integration. 
Visser et al. [12] propose a classification of ontology mismatches to explain 
semantic heterogeneity in systems. They follow Gruber's [15] original defini­
tion of an ontology which includes conceptualizing of domain and explicating 
of domain. Mismatches are classified into two categories as Conceptualization 
and Explication mismatches. 
Conceptualization mismatches are those between two or more conceptualiza­
tion instances of the same domain; they come as class mismatches and relation 
mismatches. Class mismatches concern classes and their subclasses. Relation 
mismatches concern hierarchical relations between classes or, the assignment 
of attributes to classes. 
Explication mismatches are those that relate to the way the conceptualization 
is specified. For that purpose, 3-tuple Def=<T, D, C> is defined where T is a 
term (class name), D is a definiens and C is an ontological concept (meaning 
of classes) that is explicated. Explication mismatches are grouped into six 
categories. First one is CT (concept and term) mismatch that occurs when two 
ontologies use the same definiens D, but differ in both concept C they define 
and term T linked to definiens. Second one is CD (concept and definiens) 
mismatch that occurs when two ontologies use the same term T but differ in 
both concept C they define and definiens D used for definition. Note that CD 
mismatch implies that the term T is a homonym. Third one is C (concept) 
mismatch that occurs when two ontologies use the same term T and the de­
finiens D but differ in concept C they define. Like the CD mismatch, the C 
mismatch implies that T is a homonym. Forth one is TD (term and definiens) 
mismatch that occurs when two ontologies define the same concept C but dif­
fer in both term T and definiens D. Note that TD mismatch implies that two 
terms T are synonym. Fifth one is T (term) mismatch that occurs when two on­
tologies define the same concept C using same definiens D but with different 
terms T. Note that like TD mismatch, T mismatch implies that two terms T are 
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synonym. Last one is D (definiens) mismatch that occurs when two ontologies 
define the same concept C and use the same term T but with different de­
finiens D. Solutions have already been proposed for these mismatches. For ex­
ample, the CD (concept and definiens) mismatch can be resolved by renaming 
the terms T. The C (concept) mismatch can be resolved by renaming expres­
sions as in the CD mismatch. The D (definiens) mismatch can be resolved by 
either renaming terms or mapping link terms. These are utilized in our integra­
tion process to start with. 

In addition to these, Klein [8] determines further kinds of mismatches. 
Language level mismatches relate to syntax, logical representation semantics 
of primitives and language expressivity. And encoding differences, where val­
ues in ontologies may be encoded in different formats, for example, date with 
fo mats dd-mm-yy and dd/mm/yyyy. 

2.2 Mapping and Similarity Approaclies 

There are mapping algorithms developed through some similarity approaches 
that propose specific formulas and matching schemes. These approaches are 
also used to solve the above-mentioned mismatches. 

Many matching algorithms, like Su's [16 & 17], calculate similarities with 
linguistic information, that is by examining the structure of word, such as, its 
prefix, suffix, and root. Maedche et al. [2] propose another structural way, the 
lexical comparison, for example, two lexical entities "TopHotel" and 
"Top_Hotel" are similar to each other. Also in schema matching algorithm 
with Cupid approach [4], Jayant et al. propose structure matching in addition 
to linguistic approach. Structure matching looks for hierarchical schemas of 
ontologies. Another one, the similarity flooding algorithm [13] is based on a 
fix point computation. In this algorithm, the model is first converted into di­
rected labeled graph, and then algorithm takes two graphs as input and pro­
duces mapping between corresponding nodes of graphs as output. For comput­
ing similarities, two distinct nodes can be similar when their adjacent elements 
are similar. In Rodriguez et al. [6] present a semantic similarity model where 
they detect similar entity classes based on synonym set, distinguishing features 
and semantic neighborhoods that are classified into parts, functions and attrib­
utes. 

One of the existing tools used for ontology mapping is PROMPT [10]. 
PROMPT algorithm provides semi-automatic approach to ontology merging 
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and alignment. PROMPT starts with linguistic-similarity matches initially, but 
concentrates on finding clues based on the structure of the ontology and user's 
actions. When user invokes an operation, PROMPT creates members of these 
three sets based on the arguments to specific invocation of the operation. The 
set of ontology-merging operations that is identified includes both the opera­
tions that are normally performed during traditional ontology editing and op­
erations specific to merging and aHgnment, such as: merge classes, merge 
slots, merge bindings between a slot and a class. 

In this work, we have seen that there are semantically near ontologies not 
integrated even after detection of above-mentioned mismatches and employing 
corresponding solutions. In the following we will show how integration of 
such cases may be possible. 
The next section introduces a problem in ontology integration that manifests 
itself in information retrieval during finding of suitable material in e-leaming. 

3 Problem in Hand with E-Learning Scenario 

One of the basic problems of the Semantic Web is the integration of ontolo­
gies. Indeed, the web includes variety of information however in order to ex­
tract and combine information, say in a summary document, semantic integra­
tion is required. This section introduces a similar situation, where e-leaming 
material in the form of Semantic Web pages has been developed by parties in­
dependently from each other. Let's suppose that we are aiming to generate a 
composite e-leaming material using existing modules or generating an ex­
tended summary for reclamation purposes. 

As mentioned earlier, there are several problems arising while trying to in­
tegrate ontologies. 

For solving integration problems and creating better integration, a scenario 
related to e-leaming is used as illustrated in Fig. 1. Consider web pages that 
include information about e-leaming each of which has its own implicit ontol­
ogy. In order to extract information from these pages, it is necessary to review 
each of the independently created ontologies, which is a tedious process. 
However if the ontologies of the web pages can be integrated into a virtual on­
tology (V.O.), then only that would be searched; doing so would increase the 
performance of a semantic search. Moreover, while a new web page is created 
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with its ontology, this new ontology is added into integrated virtual ontology 
as shown in the bottom left comer of Fig. I. 

Web Page 1 K |Web Page 2 K VVeb Page 3K/ |Web Page 4 

Web Pages 

==> A 

Virtual 
Ontology 

(V.O.) 

Ont1 
+ 

Ont2 

=> V. O. 1 
+ 

Ont3 
=>V. O. 2 

+ 
Ont4 

V.O. 

E-iearning 
Semantic 
Search 
Index 

Fig. 1. The scenario illustrates web pages, their ontologies, and all web pages with one 
Virtual Ontology (V.O.), which is created by integrating all of them. Note that, if new 
ontology (such as ontology 4) is added, it is compared with V.O and then it is ap­
pended to V.O., like shown on the left bottom comer of the figure. 

The sample ontologies on e-leaming domain are manually generated from 
papers chosen from several proceedings on educational technology confer­
ence. For ontology extraction only the abstracts of these papers are considered 
in order to reduce the amount of work required, to simplify ontologies and the 
protocol coding schema, described in [1], is used to identify concepts and rela­
tionships from a paragraph. After that, these concepts and relationships are 
used to construct RDF statements as directed labeled graphs and then ontolo­
gies are created. For convenience, Protege 3,0 [11] ontology editor tool with 
OWL plug-in is used in engineering ontologies. 

By taking nouns from abstract part of papers, class names are formed with 
meaningful words (dictionary meanings). This is important point in approach 
of semantically parsing multiword elements that is explained in the following 
section. 
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4 Proposed Solution 

For solution of ontology mismatches, known methods of integration are ini­
tially applied for integration of ontologies. In this respect, firstly mismatches 
are found and then solved with proposed solutions as in [12 & 8], which are 
explained in Sect. 2.1. Then, mismatches due to synonym terms, such as in­
structor and teacher, are solved using OWL mapping methods [9] that is 
owliequivalentClass property. Then, similarities between ontologies are rec­
ognized using similarity approaches as mentioned in Sect. 2.2. We have con­
centrated on similarity approach of Su in [16] that calculates the similarities 
with linguistic information, such as looking into structure of word, its prefix, 
suffix and root. We used only exactly similar classes for our similarity inspec­
tion. 

Even after applying these methods, ontologies that are not integrated still 
remain. For such cases we created the SPME approach introduced below. 

4.1 Approach of Semantically Parsing Multiword Elements 

In this approach, we assert that if some multiword class elements in ontologies 
are parsed into significant words that make them up then integration process 
can be continued. 

In order to test it, following SPME algorithm is proposed. In this algorithm 
MW stands for a multiword element and Wi is the 1̂^ word in a multiword ele­
ment, W2: 2"^,... Wj,: n*̂ . Therefore multiword element TWf is a combination of 
Wi, W2, ... Wn like MW= Wj + W2+ ...-^ W„ An such cases, Wj, W2...W„ are 
super classes of MW. 

SPME takes ontologies as input and creates an integrated ontology as out­
put. First SPME selects multiword elements (elements as classes) and creates a 
list of them. Then the following cycle takes place: (1) Parse MW elements into 
words W], W2,... (2) Check if these words already exist in one of the ontolo­
gies and eliminate the duplicate if any. (3) Insert the subclass relations MW heis 
with words Wj, W2.... This cycle continues until all ontologies have intercon­
nected or some ontologies still remain isolated but there are no MWs left in 
any ontology in the set. 

The SPME algorithm is as follows: 
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in Ontologies: 
select all multiword elements MWs. 
for each MW 

try all paths from any source to any target element 
make sure that all ontologies are interconnected then exit 
else 

varse MWinto Wi, i=l ..n where n= # of words in MW\ 
for each Wi if Wi exists in any ontology 

then eliminate newly created duplicate Wi; 
connect MWWxih Wi as subclass. 

continue. 

To test the above algorithm, ontologies from e-leaming scenario, which is in­
troduced in Sect. 3, are used. Multiword class names are detected that can be 
parsed into single words. Thus, some class names have a few similarities. For 
example, consider the "LeamingApproach", which can be parsed as "Learn­
ing" and "Approach", and "LeamingSystems", which can be parsed as "Learn­
ing" and "Systems", also "OnlineLeaming", it can be parsed as "Online" and 
"Learning". Subsequently these can be integrated around the common term 
"Learning" (see Fig. 2). Consequently, if multiword class names are parsed, 
there can be some other meaningful single word class names, that are consid­
ered as implicit classes. This is illustrated in Fig. 2, therefore "Learning" is an 
implicit class and it can be an individual class. Also other parts of classes (Ap­
proach, Online, and System) become other individual classes. Furthermore, 
classes, which are not parsed, and new individual classes are combined with 
subclass property thus having integrated otherwise disparate ontologies. 
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Fig. 2. Parsing the multiword class names and creating new individual classes. 

There may be three concerns developing while applying this approach. The 
first is: until when to continue parsing multiword elements? Do all or do just 
enough of them? The answer is: until reaching a significant integration point, 
that is, all ontologies being interconnected by at least a single link. Doing 
more than sufficient or all of them creates problems as the integrated ontology 
becomes very large and complex. The second one: is it feasible to parse all 
multiword elements? Of course not, we should be careful not to break ele­
ments like "connectionless" into "connection" and "-less" as the suffix is not 
useable as a class name. Finally, in parsing multiword class names we look out 
for words that have semantics, such as meaningful nouns. 

5 sUtility of Semantically Parsing Multiword Elements 

To verify SPME approach, it is applied to existing (previously independently 
published) ontologies. Then the integrated ontology is used for information re­
trieval. 



Gizem OLGU and Atilla ELgt 130 

The various ontologies on e-leaming domain are selected using ontology 
search engine Swoogle [5], and SPME approach is applied on these selected 
ontologies. Because these ontologies are huge, here we are able to display only 
small parts that are considered in this paper. These ontologies are: 

[i] Research.owl: http://ebiquity.umbc.edu/ontology/research.owl, and 
[ii] Ka.owl: http://protege.semanticweb.org/plugins/owl/owl-

library/ka.owl 

A portion of Research.owl ontology is illustrated in Fig. 3, and that of 
Ka.owl in Fig. 4. Note that these ontologies do not have common terms. Con­
sider the Research class in Fig. 3 and ResearchTopic class in Fig. 4, which 
have similarities. The SPME approach proposes that ResearchTopic class can 
be parsed as Research and Topic (see Fig. 4), and the new Research class can 
be considered as same with Research class in Fig. 3; then ResearchTopic class 
becomes subclass of Research class. In addition, in this example "Topic" class 
is eliminated to prevent confusion in figure. Fig. 5 shows the integrated ontol­
ogy after using the approach of semantically parsing multiword elements. 

related Project 

Fig. 3 Portion of Research.owl [i] ontology. 
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Fig. 4 Portion of Ka.owl [ii] ontology, after using SPME approach. 

Fig. 5 Integrated portion of Research.owl [i] and Ka.owl [ii] ontologies, after using 
SPME approach. 
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To show the utiHty of this result in information retrieval, assume that there 
is a semantic search index (SSI, as in Fig. 1, bottom right comer), which refers 
to the virtual ontology. In the following, first a search query is determined and 
then the integrated ontology of Fig. 5 is used to create a response. 

Sample search query is: Which PhD Student has which Projects? In this 
query the "PhdStudent" and "Project" are class names. 

Consider Fig. 3 and Fig. 4, an answer from these figures can not be reached, 
however the integrated ontology in Fig. 5, contains a path for an answer. There 
can be found PhD Student some how related to Project, that is the answer of 
query. 

Consequently from the integrated ontology, PhD Student is the subclass of 
Researcher, whose has Research Interest listed in Research Topic class, and 
this class is the subclass of Research class that has Related Project listed in 
Project class. 

For this search a good graph traversal algorithm is required. At the outset, 
the answer, path to the query, from source to destination is unknown, therefore 
at that point the reachability is important; similarly it is important to obtain 
possibly the shortest answer path, that is semantic distance (ontological dis­
tance) from source to destination is important, too. Also need to generate a 
strategy for avoiding deadlock and dead-end situations, and reducing the num­
ber of search branches. Thus, a powerful graph traversal algorithm is required 
that can extract the required path. 

6 Conclusion 

This paper presents a new approach, namely "Semantically Parsing Multiword 
Elements" (SPME) in integrating ontologies where existing methods fail. Pa­
per proposes, semantically parsing multiword elements (classes considered as 
elements) in ontologies to improve mapping process. SPME was implemented 
and illustrated through an application in an e-leaming scenario. 

For exemplifying SPME approach, papers from several proceedings on edu­
cational technology conference were selected and then sample ontologies were 
generated from their abstracts using protocol coding schema. After that, in or­
der to integrate the ontologies, firstly, known methods were used; then SPME 
approach was applied if all ontologies were still not interconnected. The 
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SPME approach was further demonstrated with existing ontologies for infor­
mation retrieval to carry out novel searches. 

To conclude, we reiterate that the integration of ontologies where other 
known methods fail may still be possible using the approach of semantically 
parsing multiword elements introduced in this paper. 
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Abstract. Integration of ontologies of information sources and consumers is impor­
tant for achieving web-based interoperability and thus for the success of the Semantic 
Web as a whole. The present work describes an approach for eliminating semantic 
conflicts with the purpose of integrating ontologies of heterogeneous information 
sources. The paper is focused on elimination of homonymy and finding synonymy in 
ontologies of learning objects (namely course outlines) and identification of 
(in)compatibilities between course descriptions. As a proof of concept, ontologies are 
implemented using the XML-based Rule Markup Language (RuleML), which has 
been combined with the Web Ontology Language (OWL), a W3C standard, to form 
the Semantic Web Rule Language (SWRL). This representation in RuleML allows 
the ontology to be executable, flexibly extensible and platform-independent. The 
RuleML source representation can also easily be converted to other XML-based Ian-
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guages (such as RDF, OWL and SWRL) as well as incorporated into existing XML-
based repositories (such as IEEE LOM and CanLOM) using XSL Transformations 
(XSLT). The facts and rules of the RuleML-based ontology are used by the 0 0 
jDREW reasoning engine to identify semantic homonymy and synonymy between 
components of course descriptions. 

1 Introduction 

Interoperability is key to the Semantic Web and e-Activities. The most impor­
tant effort in order to achieve interoperability between information sources and 
consumers on the Web is building source, consumer and domain ontologies 
[2]. An essential step of building ontologies for interoperability is their inte­
gration [9] with the purpose of building a domain of common ontology [7, 8] 
for all information sources and consumers participating in particular scenarios 
of data exchange (for example, delivery of learning objects to learners' con­
texts) [4]. This common ontology must explicitly specify the information 
sources' basic ontologies, relationships between sources, and also relationships 
between concepts found within sources' metadata and consumers' profile 
models for further conversion of such information to the consumer's context 
[3]. Such integration of ontologies often causes semantic conflicts between on­
tologies of information sources. The majority of conflicts belong to the class 
of naming conflicts: homonymy, which occurs when ontological objects with 
the same name specify different conceptualizations, and synonymy, which in­
volves different ontological objects specifying the same conceptualization. 
The present work is devoted to eliminating homonymy with the purpose of ex­
cluding invalid links of interoperability between ontological objects, and find­
ing synonymy to install links of interoperability between ontologies to be inte­
grated. In particular, this paper is focused on the elimination of naming 
conflicts between specifying learning objects (such as university curricula, 
course outlines, etc.) that specify the use of other learning objects in a particu­
lar course context and scenario [4]. Section 2 of the paper describes an ap­
proach to finding homonymy and synonymy between such kinds of informa­
tion sources. Section 3 describes an application of this approach to RuleML-
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based ontologies of specifying learning objects (in particular, course outlines) 
and finding interoperability between them. 

2 A formal approach to identification of liomonymy and 
synonymy 

This section of the paper describes a formal rule-based approach for the 
identification of semantic homonyms and synonyms. This approach is imple­
mented using RuleML in section 3.Let us consider a fragment of a course out­
line (Fig. 2,1). From the ontological perspective, course outlines and other 
learning objects consist of learning object metadata (LOM) and content. Name 
and author are attributes of LOM. Assume we have two course outlines with 
the same title (Fig. 2.1) where: LOM - learning object metadata; title, author -
LOM attributes; structure - structure of course topics, resources, and other 
content; SWE - Software Engineering; YB - author of Course 1; OV - author 
of Course2. 

The same title means that these two ontological fragments are potentially 
homonymous: 

Potential_Homonymy (CourseX, CourseY) 
D (title(CourseX), title(CourseY)), 

(2.1) 

where D is the predicate of semantic identity: D (x, y) <= (x=y); the objects 
X diXiAy are not exactly the same, but have the same meaning. 

Struct 

ci>- Ho- -.-CD 

Fig. 2.1 Homonymy of learning objects 



Y. Biletskiy, D. Hirtle, and. Vorochek 138 

Potential homonymy becomes true homonymy if other attributes of LOM 
are not identical: 

Homonymy (CourseX, CourseY) <== Potential_Homonymy 

(CourseX CourseY) A-I( AD (LOMi(CourseX),LOMi(CourseY)), 

(2.2) 

where LOMt is the î  attribute of learning object metadata. 

Thus, homonymy has been identified; one of the objects must be renamed in 
order to eliminate this semantic conflict, e.g., from SWE to S W E l . 

Analysis of synonymy is more complicated because synonymy of two ob­
jects in different ontologies assumes full compatibility of Hnks from these ob­
jects to other objects; therefore, the analysis of synonymy can be performed 
through comparison of links to other objects and/or comparison of metadata 
attributes. Let us consider two other fragments of course outline ontologies 
(Fig. 2.2), where: ADS - Advanced Digital Systems; VLSI - VLSI Systems 
Design; Intro - Introduction to FPGA-based Systems and VLSI Technology; 
C&S - Combinational and Sequential Circuits; FPGA - FPGA Fabrics; LSIS 
- Large Scale Integration Systems. In the proposed approach the analysis of 
synonymy is performed in the following order: 

1. Extraction of an object of the first ontology to be potentially integrated 
(Course 1); 

2. Forming a set of Hnks from this object (Course 1) to other objects 
(mask of potential interoperability) [5]; 

3. Comparing objects of this mask (Intro, C&S, FPGA, LSIS) with every 
object of the second ontology. 

If these objects are semantically identical to the corresponding objects of the 
second ontology, then coincidence is found. Coincidence means that the ob­
jects Course 1 and Course2 are synonymous; in this case interoperability is 
achieved, or steady association between the objects Course 1 and Course2 can 
be installed: 

Synonymy (CourseX, CourseY) <^ 
-JD (title(CourseX) title(CourseY) A 

(A D (topici(CourseX), topici(CourseY)), 

where topici is the î  topic of a course outline. 

(2.3) 
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Synonymy 

Struc Struc 

Fig.2.2 Synonymy between learning objects 

3 Identification of semantic conflicts in RuleML-based 
ontologies 

The Rule Markup Language (RuleML) is an XML-based markup language 
for publishing and sharing rules used for derivation, query, transformation, in­
tegrity checking and reactive behavior. Rules play an important role in the 
Semantic Web and Web Services [5]. They are being used in many application 
domains such as Engineering, e-Business, Law, and Artificial Intelligence. 
RuleML consists of a hierarchy of sublanguages to maximize interoperability 
by accommodating related technologies such as RDF and OWL; it is the most 
appropriate knowledge representation for this work because it is a neutral in­
terchange format allowing rules, the representation of concepts and the rela­
tionships between them all in one document. 

RuleML is used in the present work for ontology coding and the elimina­
tion of semantic conflicts with the purpose of further integration of the infor­
mation sources' and consumers' ontologies and building a common ontology. 
The resulting ontology consists of facts extracted from the course outline 



Y. Biletskiy, D. Hirtle, and. Vorochek 140 

documents and rules to be applied to these facts in order to find homonymy 
and synonymy. 

For convenience, the expression (Eq. 2.2) is simplified to consider only 
the "author" LOM attribute: 

Homonymy (CourseX, Course Y) <= 
D(title(CourseX), title(CourseY)) A 

-iD (author(CourseX), author(CourseY)). 

(3.1) 

Similarly, the expression (Eq 2.3) is simplified to a finite number (i.e., four) 
of ordered topics: 

Synonymy (CourseX, CourseY) <= 
-iD (title(CourseX), title(CourseY) A 

(D (topic J (CourseX), top icj (CourseY)) A 
(D (topic2(CourseX), topic2(CourseY)) A 
(D (topic3(CourseX), topic3(CourseY)) A 

(D (topic/CourseX), topic/CourseY). 

(3.2) 

The RuleML representation of the rules (Eq 3.1, Eq. 3.2) in the more com­
pact Positional Slotted Language (POSL) [6] syntax is as follows: 

Homonymy(?CourseX,?CourseY):-
Title(?CourseX,?TitleX),Title(?CourseY,?TitleY),equal(?TitleX,?TitleY), 
Author(?CourseX,?AuthorX),Author(?CourseY,?AuthorY), 
notEqual(?AuthorX,?AuthorY). 
Synonymy(?CourseX,?Course Y) :-
Title(?CourseX,?TitleX),Title(?CourseY,?TitleY), 

notEqual(?TitleX,?TitleY), 

Topic 1 (?CourseX,?Topic 1 X),Topic 1 (?Course Y,?Topic 1Y), 
equal(?Topic 1 X,?Topic 1Y), 
Topic2(?CourseX,?Topic2X),Topic2(?CourseY,?Topic2Y), 
equal(?Topic2X, ?Topic2Y), 
Topic3(?CourseX,?Topic3X),Topic3(?CourseY,?Topic3Y), 
equal(?Topic3X,?Topic3Y), 
Topic4(?CourseX,?Topic4X),Topic4(?CourseY,?Topic4Y), 
equal(?Topic4X,?Topic4Y). 

These rules as well as facts (Fig. 2.1, Fig. 2.2) can be easily converted to 
the RuleML syntax. For example: 
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<Atom> 
<Rel>Title</Rel> 
<Ind>Coursel</Ind> 
<Ind>Software Engineering</Ind> 

</Atom> 
Querying the RuleML-based ontology about the semantic conflicts between 

course outlines has been successfully performed using the 0 0 jDREW reason­
ing engine [1]. 

The domain of RuleML-based ontologies is extensible. In order to add a 
new solution to identify more complicated cases of homonymy and synonymy, 
another piece of RuleML description would be added to the document. The 
RuleML representation is thus shown to be flexible, extensible and platform-
independent. 

4 Conclusion 

This paper presented an approach for identifying the semantic conflicts of ho­
monymy and synonymy and an application of this approach to RuleML-based 
ontologies of learning objects on the Semantic Web. The theoretical founda­
tion and methodology were first presented, followed by examples of RuleML 
ontologies of course outlines. These learning objects were selected because 
they, in turn, specify others. It is important to identify semantic conflicts be­
tween such specifying learning objects because the same technique can be par­
tially applied to attain interoperability between other resources referenced 
from them. The RuleML ontology built was then manipulated by the 0 0 
jDREW reasoning engine. 

This work identified some important tasks for further research: 
1. Enumeration of learning object metadata (LOM) attributes in RuleML. 
2. Identification and enumeration of course topics. 
3. Identification of partial synonymy. 
4. Order of relationships to other objects (in RuleML) for analysis of synon­

ymy. 
5. Identification of semantic (but not exact) identity. 
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Abstract: Learning objects are the currency for Educational Information Sys­
tems which support learning on the Educational Semantic Web. As such, proper 
metadata infrastructure must be set up around learning objects so that they are 
described in a way that agents can understand and also in a way that allows re­
use. There are numerous problems with the LOM specification to date, but 
many research attempts advocate the use of various ontologies in alleviating 
some of the problems faced with the learning object metadata standards. How­
ever, there is a lack of practical examples describing exactly how these ontolo­
gies can be attached to a learning object. In Hght of this, our paper describes a 
practical approach that makes use of the IEEE LOM standard and which allows 
multiple ontologies to be included in the markup of learning objects. 

1 introduction 

Learning objects are the currency for Educational Information Systems which 
support learning on the Educational Semantic Web. As such, a proper meta­
data infrastructure must be set up around learning objects so that they are de­
scribed in a way that agents can understand and also in a way that allows re-
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use. This is done through the use of standardized information about the learn­
ing object called metadata which allows learning systems, learners or instruc­
tors to understand the purpose of a learning object as well as to discover, man­
age and use the learning material appropriately. 

Several cataloguing schemes exist for marking-up learning objects. How­
ever the IEEE 1484.12.1-2002 Standard for Learning Object Metadata (LOM) 
is the recognized standard which consists of nine categories of data elements 
which define a structure for describing learning objects [9]. In addition, the In­
structional Management System (IMS) has developed the IMS Content Pack­
aging Specification [7] which encapsulates the learning material and all asso­
ciated metadata into a single file or content package. Essentially, one or more 
learning objects and the associated metadata can be neatly wrapped up in a 
content package which conforms to an international standard for learning 
technologies. 

Nonetheless, the IEEE Learning Object Metadata (LOM) Specification in 
handling the reusability of learning objects, is deficient in many ways. The 
very nature of the language in which it is described together with the organiza­
tion, design and scope are problematic in capturing the various facets of learn­
ing that a learning object is meant to represent. Mohan and Brooks [3] suggest 
that ontologies are needed for describing the structure, content, teaching and 
learning strategies of learning objects. Various research efforts support this 
idea and this can be seen with the advent of numerous types of ontologies de­
scribing these facets of a learning object. However, the question remains as to 
exactly how these ontologies can be attached to a learning object and whether 
it is possible to distinguish between the types of ontologies. 

In light of these questions, this paper examines the importance of using 
multiple ontologies for describing learning objects. These descriptions im­
prove the usability of educational resources and they promote better search 
and discovery of appropriate learning material. As a result, the reusability of 
learning objects is enhanced since semantic information would enrich the de­
scriptive nature of the metadata. 

This paper is organised as follows. Section 2 outlines the various research 
threads that use ontologies for describing learning objects. Several approaches 
to alleviating the problem of the LOM's lack of semantic expressiveness are 
discussed in Section 3 with a particular focus on the use ontologies. Section 4 
describes the practical approach taken by the authors in extending the LOM 
with domain ontologies in order to increase the reusability of learning objects. 
A prototype system which makes use of our approach in making learning ob-
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ject recommendations is described in Section 5. Finally, Section 6 concludes 
the paper with the usefulness of this approach and future research directions. 

2 Multiple Ontologies Describing a Learning Object 

All of the arguments about the size and usability of the LOM are trivial com­
pared to the complaints about the actual elements in the LOM. The most im­
portant problem concerning the specification is its lack of expressiveness. 
However, there are no sufficient provisions for describing the content of the 
learning object other than a cursory account in the Description element that 
uses a string that is under two thousand characters in length [9]. Such a de­
scription is by no means adequate and certainly does not position learning ob­
jects for the emerging Educational Semantic Web [4] where ontologies quickly 
take the place of simple string descriptions of resources. This has given rise to 
the idea of using ontologies instead of the Description element since they are 
used on the Semantic Web for representing rich descriptive knowledge. 

Researchers have proposed various types of ontologies for describing as­
pects of a learning object. For instance, learning design ontologies have been 
created by both Knight et al [7] and Lama et al [8] which map out the entire 
IMD Learning Design Specification in relation to a learning object. Verbert et 
al. [7] fashioned the ALOCOM ontology that describes the physical structure 
of a learning object. Wang and Kim [8] produced a teaching strategy ontology 
and Kasai et al. [8] developed an ontology that captures the goal of IT educa­
tion in relation to learning. Moreover, numerous other research groups have 
created domain ontologies describing the learning content itself such as in the 
Database domain [10] for example. 

All of these claims for using ontologies are justified but there is a lack of 
practical examples describing exactly how these ontologies can be attached to 
a learning object. Simple explanations can be found in the research literature 
as to which categories of the LOM can be used for this attachment but these 
are limited to attaching only one ontology per learning object. While these ex­
amples may have been sufficient a few years ago, the true Semantic Web vi­
sion requires multiple ontologies to be attached to resources. This implies that 
on the Educational Semantic Web, all of the ontologies described earlier can 
be attached to a learning object since they all contribute meaningful informa­
tion about the learning object. A single ontology describing a learning object is 
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no longer sufficient for supporting the tasks envisioned on the Educational 
Semantic Web [4]. 

3 Incorporating Semantics into tlie LOIVI 

Techniques ranging from metadata extension, modification and in one case, 
entire replacement of the LOM have been used in increasing the semantic 
meaning of the LOM. Metadata extension is the simplest method since the ex­
isting elements in the LOM are not changed but enhanced by new elements 
such as the proposed additional metadata structure in [10] that describes in­
formation about context, the learning object itself and the object's usage his­
tory. Another LOM extension was implemented in the MD2 platform which 
facilitates the creation and annotation of learning objects [12]. The researchers 
clearly state that in order to increase a learning object's reusability, more spe­
cialized metadata than that provided by the IEEE LOM must be used. In par­
ticular, they declare that ontologies are an appropriate starting point for armo-
tating learning objects. 

Brooks et al [2] go even further and argue that instead of the IEEE LOM, a 
more flexible approach is needed. They explain that three types of ontologies 
about the learning object's domain and pedagogy and learner's characteristics 
can be used to link to content as a form of dynamic evolutionary metadata. 
These would contribute to the gradual accumulation of information about a 
learning object that would determine whether the material is obsolete or use­
ful. But such an approach calls for the discontinuation of a standard way of de­
scribing learning material. This paper opts for a more gentle progression by 
using the existing LOM, since, although it is insufficient in many ways, it is 
still an approved IEEE standard and is widely used. Consequently, existing 
learning objects can be simply improved by following our approach rather 
than needing an entire redesign as is advocated by Brooks et al [2]. 

In addition, Semantic Web languages [3] have also been used to update the 
LOM specification which is presently expressed in XML. The LOM to RDF 
binding [15] is one conversion attempt that translates LOM elements written in 
XML into an equivalent representation written in RDF. Again, this requires 
that the current learning objects be reworked from having metadata in XML to 
having the same metadata in RDF. Our approach updates the LOM in an unob-
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trusive way and gives the flexibility of using any Semantic Web language for 
describing the learning object. 

Most of these attempts advocate the use of ontologies in alleviating some 
of the problems faced with the learning object metadata standards. However, 
the process of actually connecting one or even more than one ontology to a 
learning object has not been extensively discussed. This first step is important 
before ontologies can be used for widespread metadata improvement. The au­
thors concur with the notion of using ontologies and propose a practical way 
of integrating one or more ontologies into the LOM metadata of learning ob­
jects. 

4 Integration of Domain Ontologies into the LOM 

An ontology is perceived to be the chief medium by which meaningful data 
will be associated with services and resources in general [1]. This is because of 
the ontology's potential for describing meaning and also for its characteristic 
ability of being linked to one or more resources. In light of this, a simple ap­
proach that makes use of the LOM standard and which allows ontologies to be 
included in the markup of learning objects is described in this section. The mo­
tivation and background for this approach follows from the prototype imple­
mentation proposed by Siciha et al. [17] which is based on the concept of a 
learning link where learning resources are made reusable through link ontolo­
gies. Further support is provided by the work of Zarraonandia et al. [12] where 
a similar approach is used. However, our approach differs in that not only one, 
but multiple ontologies can be attached to a learning object through the LOM. 
Furthermore, provisions are made for classifying the multiple ontologies under 
categories such as those related to the domain, or the learner or the pedagogy 
or the physical structure of the learning object. 

This connection can be realised by modifying the use of the IEEE LOM 
specification within the Classification metadata element. Since this element is 
used to describe the Classification of the learning object, it seems fitting to 
place the ontological information within here as an ontology does essentially 
the same thing, that is, it organises the concepts related to the learning mate­
rial. The works of both Zarraoanadia et al. [12] and Siciha et al. [17] follow 
this reasoning. 
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Within the Classification metadata element, several tags are available for 
filling in important information regarding the ontology. According to the LOM 
specification, the taxonpath element represents specific classification paths so 
that there may be more than one path within the element. Similarly, each type 
of ontology can be considered to be a path for classifying a learning object 
thus the taxonpath element is suitable for containing and grouping the infor­
mation about the ontologies that relate to a particular facet of a learning object, 
such as its domain or its pedagogy. 

Two elements exist within the taxonpath element, the source and the 
taxon elements. The source element is used specify the name of the classifica­
tion. An example is given in the LOM specification where the Dewey Decimal 
System classification is used to specify the organization of books in a library. 
The type of classification in this case would be best referred to as the type of 
ontology such as "DOMAIN ONTOLOGY" or "PEDAGOGICAL 
ONTOLOGY" since several different types of ontologies can be used to clas­
sify the learning object's material. The taxon element is taken to represent the 
actual ontology where the id element can identify an ontology in terms of best 
relevance to the learning material. The entry element contains the textual label 
of the taxon which would be the identifier of the taxon in the metadata. This 
element is suitable for citing the location of the ontology since this location is 
unique and there is only one entry per taxon. When all this information is 
filled in, the metadata now incorporates the ontological information. 

Sicilia et al. however, differed from our approach at this point by specify­
ing the location of their ontology under the source element [17]. This approach 
can be considered valid under the LOM specification's definition of the source 
element but this practice does not allow more than one ontology to describe a 
resource. In the following sample code, two domain ontologies are used to de­
scribe a learning object's domain. Our approach is also valid under the LOM 
specification's description of the taxon element and it goes further by allowing 
up to fifteen ontologies to be included under the fifteen taxon elements that are 
permitted in the specification. Furthermore, by using the source element to 
identify the type of ontology contained by a particular taxonpath element, 
other types of ontologies such as instructional ontologies that relate to the 
teaching style can be included as a separate classification system as shown in 
the code snippet below. 

In this example, three different ontologies are used to describe a learning 
object with material about Wireless Local Area Networks: two domain ontolo­
gies and one pedagogical ontology. Each ontology is written in a different Ian-
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guage and each ontology can be identified according to which aspect of a 
learning object it describes such as the domain or the pedagogy. So, by inves­
tigating the two domain ontologies under the first taxonpath element, the ab­
stract representation of the context of this educational resource's domain can 
be examined. 

<classification> 
<taxonpath> 

<source> 
<langstring xml:lang="en"> DOMAIN ONTOLOGY 

</langstring> 
<source> 
<taxon> 

<id>DOMAIN l</id> 
<entry> 

<langstring xml:lang="en"> Networking.owl 
</langstring> 

</entry> 
</taxon> 
<taxon> 

<id>DOMAIN 2</id> 
<entry> 
<langstring xml:lang="en"> WirelessTransmission.daml 

</langstring> 
</entry> 
</taxon> 

</taxonpath> 
<taxonpath> 

<source> 
<langstring xml:lang="en"> PEDAGOGICAL ONTOLOGY 
</langstring> 

</source> 
<taxon> 

<id>PEDAGOGY l</id> 
<entry> 

<langstring xml:lang="en"> ProblemBasedLearning.rdf 
</langstring> 

</entry> 
</taxon> 

</taxonpath> 
</classification> 

By using multiple ontologies to describe a learning object, the context of a 
learning object can be modelled. A learning object's context refers to the 
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frame of reference under which the learning material is used. It represents the 
overall theme of the learning material, the topics covered, and the relationships 
between those topics. A learning object's context then, clarifies the meaning of 
the learning material by describing the circumstances relevant to it such as the 
intended learners, the learning style(s) used, and the desired learning out­
comes. This is information disambiguates the purpose of a learning object and 
promotes greater learning object reuse. 

5 The Practicality of Our Approach 

In our research, we have developed a preliminary prototype system which 
considers thematic learning object context information. This system is a multi-
agent recommendation system called MARS which recommends learning ob­
jects to users based on their search criteria. MARS was built using the Java 
Agent DEvelopment Framework (JADE) and performed recommendations by 
analyzing the domain ontologies of the learning objects. The analysis of the 
learning objects' relevance to user requests was performed by inference rules 
written in Jess. These rules encoded recommendation criteria which consid­
ered the topics covered by learning material, and the relationships that connect 
these topics in the domain ontologies. 

Six learning objects were built, annotated with domain ontologies, and 
wrapped in content packages created using Reload [18]. The domain ontolo­
gies were created in OWL using the Protege Ontology Editor and described 
the concepts, their hierarchical classification and the relationships present in 
the respective learning material. These learning objects were then placed in the 
care of several agents residing on an agent network. In order to make recom­
mendations, the metadata of each learning object was retrieved from the con­
tent package and the LOM was parsed by a MARS agent. The respective XML 
elements were checked and the uniform resource identifier (URI) of the do­
main ontology was extracted. The ontologies were not stored in the same loca­
tion as the learning objects, so URIs were used instead of the filenames as 
shown in the code snippet above. The system successfully used these URIs to 
locate the ontology files which were used to create a knowledge base for the 
inference rules to operate on. 
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The inference rules used in MARS examined several ontological con­
structs in the domain ontologies in order to assess the appropriateness of a 
learning object for a request. In particular, these rules examined the relation­
ships between the topics or concepts in an ontology. For example, Fig. 1 illus­
trates the design of two rules which detect superclass-of Mid subclass-of xQ\?i-
tionships between two concepts A and B irrespective of the number of 
intermediate concepts between them as indicated by the dotted lines. These 
rules searched the contextual model of learning objects for meaningful rela­
tionships between the topics which a user was interested and those covered by 
the learning objects. Whenever a link was found, the strength of the associa­
tion determined the strength of the recommendation. 

Valuable recommendations were made that allowed the learning objects to 
be ranked according to their appropriateness to a request in a given context of 
use. For example, learning objects which contained material about Queues and 
Stacks in Computer Science in the form of Java programs were recommended 
to a user searching for learning material on Integers and Java. Although the 
programs were not meant for a lesson on how to use integers in Java, they 
were still useful to the user because they illustrated how to declare, instantiate, 
and use integers in the Java language. Another recommendation was made to a 
user searching for material on Animals and Nuts whereby a learning object 
that described a Macaw was suggested. This learning object was also reused in 
a different context because it described an animal (a Macaw) that had nuts 
(Brazilian nuts) in its diet. Hence, these recommendations show that our ap­
proach incorporates ontologies into the LOM metadata in way that is practical, 
useful and effective. 

Rule 1: Concept A is a subclass of Concept B 

Rule 2: Concept A is a superclass of Concept B 
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Fig.l Diagram showing subsumption rule configurations 

6 Conclusion and Future Work 

The approach described is a practical one that makes use of the LOM specifi­
cations in its current state. It gives a simple yet effective method for describing 
any facet of a learning object, be it about the domain, the instructional style, 
and the organization of the learning object's structure or even about the learn­
ers that used the learning object. The learning objects that are described using 
this approach to metadata enhancement can be used by any system that already 
works with the LOM standards since no new elements were added. 

Because of this new approach on how the Classification element should be 
interpreted given the advances in ontologies and Semantic Web research, these 
learning objects are automatically placed in a position to be understood by 
software agents [4] as shown by its use in the MARS system. Furthermore, the 
partitioning of the semantic information is easily achieved by simply using 
multiple taxonpath elements. This allows harvesting semantic information in 
an efficient manner and prevents the problem of reducing the reusability of the 
ontologies through too much specificity. 

Future work that is to be undertaken is the use of multiple ontologies in de­
scribing not only the entire learning object material but rather in relating spe­
cific portions of the learning material to the exact domain information that the 
portions concern, the necessary pedagogical constraints that apply to the indi­
vidualized portions and how those portions are constructed in relation to the 
entire aggregated whole. This would involve the use of instances and classes 
of various ontologies so that specific concepts would become associated with 
specific portions of an educational resource. 
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Abstract. Recognizing the complexity of the Description Logic-based query of OWL-
DL ontologies for the non-specialist, we introduce a query tool called Ontoligent In­
teractive Query (OntoIQ). This tool provides a well-organized user interface for a va­
riety of users, from the beginner to the professional. Users can browse ontologies and 
build queries using query patterns and ontology content. OntoIQ translates queries 
automatically into the new RACER Query language (nRQL) syntax and presents them 
to description logic automated reasoner RACER which returns the query results. The 
tool includes import and export functions so that queries can be stored, shared, and re-
imported by other users. Users are not required to learn the nRQL syntax. OntoIQ 
software is available for download at The FungalWeb website. 

1 Introduction 

Ontologies are now cornerstones of many knowledge discovery platforms and 
are integrated within information systems. In recent years much effort has 
been focused on the development of ontologies and the tools for their creation 
/ edit. Despite this increase in the abundance of freely accessible ontologies a 
number of additional challenges remain. These include ontology visualization, 
for which some tools now exist. Tools such as the Protege [8] plug-in TGViz-
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Tab [1], and Growl [4] are critical tools in the iterative development lifecycle 
of ontologies involving the ontology engineer, the domain expert and end user. 
The full value of OWL ontologies can only however be realized through the 
Description Logic (DL) paradigm and associated tools [6, 7, 3] which support 
reasoning over the ontological conceptualization to derive implicit knowledge. 
Appropriately, a plug-in for Protege makes it possible to for users to pose DL-
queries from the ontology editor [9]. Although DL-query languages facilitate 
the interrogation of ontologies, the Lisp based syntaxes such as that of nRQL 
[7] and RACER [6] are difficult for domain experts to master [11] particularly 
when seeking to evaluate ontologies for use in their own contexts. For this rea­
son we sought to develop an interactive query tool called the Ontoligent Inter­
active Query tool (OntoIQ) which mirrors the basic query functionalities pro­
vided by nRQL used with RACER but with the advantage of browse and click 
operability. 

1.1 nRQL as a Knowledge Representation Query Language 

The query of knowledge representation formalisms such as ontologies is a cen­
tral requirement of the Semantic Web. Since the recent establishment of the 
Ontology Web Language (OWL), design specifications for DL-based query 
languages have been proposed and existing languages contrasted, highlighting 
their advantages and limitations [2]. 

nRQL emerges as a prominent and highly expressive DL-query language. It 
extends the existing capabilities of the RACER with a series of query atoms, 
namely Unary concept query atoms, Binary role query atoms. Binary con­
straint query atoms. Binary same-as atoms. Unary has-known-successor at­
oms, and Negation atoms. nRQL uses a Lisp based syntax and the general 
structure of a query is composed of a query head i.e. Retrieve (?x) upon which 
variables used in the body are projected e.g. (?x Fungi), where (retrieve (?x ) 
(?xFungi)), queries for instances of the concept Fungi. In this paper we illus­
trate conjunctive queries where the atoms are simple concept or role assertions 
where the variables in the body of the query match the corresponding indi­
viduals in the ontology that satisfy all query conditions. For some ele­
ments/operations of nRQL queries a closed world assumption is assumed, re­
ferred to also as 'active domain semantics' where only named individuals from 
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the Abox will be considered as matches for query variables. A detailed de­
scription of nRQL is given in [7] and verbose examples outlined in [12]. 

2 The Ontoligent Interactive Query Tool 

OntoIQ was designed to give domain experts the opportunity to interface with 
OWL conceptualizations and interrogate them to assess their content using 
semantic web technology, hi the next sections we introduce OntoIQ system ar­
chitecture, query patterns and features of the query interface. 

2.1 System Architecture 

We developed OntoIQ using a multi-tiered architecture shown in Fig. 1. This 
comprises of the following; an Ontology Download Manager, a RACER 
Server Connection Interface, an Ontology File Manager, and a Query Inter­
face. Screenshots of these interfaces are shown in Fig 2. The Ontology 
Download Manager allows for specification of server settings for the 
download of knowledge representation resources hosted locally on a user's 
machine or available elsewhere on the World Wide Web. The RACER Server 
Connection interface allows specification of a remote connection to the 
RACER Server or to a local executable file of the reasoning engine. Where a 
remote connection with a RACER server is established the ontology file 
(OWL file) must be transported from the OntoIQ client. OntoIQ uses a socket 
on the TCP/IP protocol requiring the specification of the IP address of the re­
mote RACER server. The remote RACER server must be running in the un­
safe mode to permit upload and storage of the OWL file. Large ontology files 
greater than 5Mb have slower transfer speeds. 

Ontology 
Server 

FTP 

RACER 
Server 

TCP/IP 

Ontology 
Download 
Manager 

Queries or 
Instances 

Database or File Access 
(XML Import and Export) 
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Fig. 1. System Architecture of the OntoHgent Interactive Query tool (OntoIQ). 
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Fie. 2 Screenshots of OntoIO User Interaction Panels 

The Ontology File Manager serves to load local ontology files to the 
RACER Server and to invoke the checking of the consistency and classifica­
tion of the loaded ontology. It further permits the selection of six nRQL run­
ning modes [12]. The Query Interface provides the gatev^ay to a series of 
query options. Direct access to the command line of the RACER reasoning 
engine is provided for advanced users wishing to pose queries using RACER 
syntax not supported by OntoIQ. 

2.2 User Overview 

To illustrate the interaction of the user with OntoIQ, we describe a typical 
workflow for a new user. The user downloads the OntoIQ tool and runs it from 
the local machine. An IP address for the remote Ontology Server is provided 
by the user to the Ontology Download Manager and an ontology file is 
downloaded. A connection is estabHshed between OntoIQ and a RACER 
server. An ontology file is loaded and a consistency and classification check 
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on the ontology is run. The user then builds queries using the query interface 
selecting a query pattern and ontology specific content by browsing the ontol­
ogy with OntoIQ. Queries are subsequently translated to nRQL syntax and 
sent to the RACER server. RACER returns the query results which can be 
saved along with the query syntax for export and reuse at a later time. 

2.3 Query Patterns 

A range of query patterns are available within OntoIQ. These are summarized 
in Table 1. The capabilities of the query patterns and the required information 
that must be provided by the user are outlined. Simple query patterns such as 
the concept pattern, the role pattern, and more complex patterns such as inter-
sect-conjunction, union-disjunction and combination patterns can also be con­
structed. 

The process of building such queries through a browser requires a user to 
identify in advance the pattern required for their intended query. Thereafter the 
user selects the concepts, roles, and individuals of the concepts or the relation­
ships among these individuals from within the ontology. 

Table 1 Query patters available in OntoIQ 

Pattem Synta^ jQ^^ff. 

g A concept Is there any instance (not) belonging to the concept Enzyme? 
o and a variable What individuals (do not) belong to the concept Enzyme? 
^ Does the instance Laccase (not) belong to the concept Enzyme? 

What pairs of individuals are (not) related by role 
^ A role and the has_been_reportedjo_have_enzyme} 
'o role's domain Is there any instance (not) related by the role 

and range. has_been_reported_to_have_enzymel 
To what individuals is the instance Laccase related by the role 
has_been_reported_to_have_enzymel 

c 
o 
'-g Simple concept What pairs of individuals are (not) related by role 
§ or role patterns has_been_reported_to_have_enzyme and are related to the 
g" in combination concept 'Substrate' by the role has_activity_towards_siibstrate 
O 
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Simple concept Retrieve individuals that belong to concept Hydrolase 
or role patterns or individuals that belong to concept Lyase .2 S 

P .22 m combination 

c 
^ . 2 p 1- Find individuals of the concept 
-2 r§ .-.• i^ Commercial Enzyme Product that are related by the role 
g !r combination of . • t.~ î. • "I • i o z: contains where the instance is xylanase. O ^ patterns. ^ 

2.4 Query Interface 

The Query panel (Fig. 2) provides access to a cascade of windows, the first of 
which allows for the selection of query patterns using the 'build' button to ac­
cess the Pattern Selection pane (Fig. 3). The 'Pattern List' menu of the Pattern 
Selection pane permits the selection of five pattern templates. Depending on 
the pattern selected a series of additional information must be provided. The 
Concept Pattern template shown requires a variable, i.e. a symbol or name rep­
resenting the concept, or instance of the concept in the query syntax, along 
with the description of the concept or instance in the ontology i.e. its name ob­
tained from browsing the ontology file. In Fig. 3 the OntoIQ query pattern 
templates are illustrated using the OWL file of the Fungal Web Ontology [9]. 
The Concept Pattern built selects for instances of the concept Enzyme. Each 
query pattern template can be built to specify affirmation or negation, i.e. pres­
ence or absence of instances using a drop box menu. 
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r>^GLCor**cr! 

\mKi U tm^m n ^ D=*t em ro a rRCi <^e^;! • 

Wm \ nBOLifsiie; i i^w 

Rote Fastein Confirm i| Resel | 

Vanab!e..Fung! I iNlpv/a.cofn/ontobgyilUccaief M R E l A l t D B Y -̂  j |htip://ax:om^^!dogyllH^s^l:ce!\Jepo^ieC*o_,^ave„er:^ymel 

nRQL Tfsnjfef 1 Cancel 



Ontoligent Interactive Query Tool 163 

t Combo Qyerf Primitive 

Simple Pstefn Cufrenf Conto Query 

Rols Pdtfsfn 

And Patlein 

inion Paucfn 

: Ccrnbo PaUefn 

; RoiePatieffi (''Fungi ?Er?ymeihltp://d cum/on!Q!oQyilHos_beefVfepaflf 

f> Vdfjabls: Fung. 

•:? Vafiable: Enzyriie 

^ • Pioprti: RELATED iV 

t Role: |illp://acfMiii/c»tf3lciiiH3s_been_reprtedJo_have_CT 

!̂  _ J Rob PattiK f/Sitstf^i iiltp://a.c»ni/cirilologi»i.accase| |hllp://acom/ 

• • VaiiiJi: Sybstfde 

; • lndividiiaHtlp://acom/wilcifoiiLaccasel 

: • Pfopity: RELATED lY 

• ̂  # RA: |ittp://acoro/cmlolc^||iils_«:ivaleClf_ai2p(«| 

Fig. 3. Pattern Selection panels of OntoIQ: concept query panel, role pattern query 
panel and a combo query panel. Screenshots shown in Fig. 2 illustrate OntoIQ query 
pattern functionality using the OWL file of the FungalWeb Ontology [9]. 

In the case of the role pattern template the role with its domain and range 
must be selected from the ontology and variable names suppHed. The role pat­
tern template is displayed after the user selects the role pattern. Three buttons 
are displayed. The user must first select the role by browsing the ontology. 
OntoIQ will then lookup in the ontology the selectable domain and range asso­
ciated with the role chosen by the user. Domain and range buttons can then be 
used to browse and select the appropriate variable, concept or instance. In the 
Role Pattern example the role has_been_reported_to_have_enzyme with the 
domain Fungi as a variable and the range Laccase as an instance, is selected. 
In the case of the COMBO pattern, a pattern manager, the Combo Query 
Primitive, is provided where different combinations of nested patterns can be 
built from the simpler patterns. This interface links to each of the query pattern 
templates for the input of variables and parameters from the ontology. 

After providing the ontology specific information in the pattern the user 
must declare completion of the user input and invoke its conversion to nRQL 
syntax using the 'Confirm' and 'nRQL Transfer' buttons. The pattern is trans­
lated into nRQL according to the syntax of the selected pattern. In the role pat-
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tern the user defined the role, with its domain and range, is matched to the 
nRQL syntax of a role pattern: 

Retrieve (?x) (AND (?xFungi) (?xLaccase hasJ)een_reportedjoJiave_enzyme)))) 

Subsequently the user is returned to the main Query panel (Fig. 2) with the 
specified variable, Fungi, in the left variable window. Any or all variables can 
be selected to appear in the query results by transferring the variable to the 
right variable window with the direction buttons *»'. The nRQL Syntax win­
dow then displays the corresponding syntax. For elementary queries a natural 
language description of the query, including the ontology specific information 
is provided in the Query Description panel. 

The Query button submits the syntax to the RACER server loaded with the 
ontology. RACER returns the query results with the namespace of the ontol­
ogy elements, which can be removed by specifying the check box 'Simplify 
the Namespace'. Using the 'Export' button query results can be exported in 
XML format along with the syntax used to retrieve them. 
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2.5 Import and Export 

We envision the need for researchers using the ontology for data mining of its 
instances to share query syntaxes. Both for the sake of speed and simplicity we 
have developed import and export facilities to enable the sharing of syntax be­
tween users. Fig. 4 shows the exported query syntax and query results in XML 
format. The <OWL> tag contains the description of the ontology to which 
queries were made. The <Pattem> tag describes the type of query pattern and 
its components as defined by the user. In the example below a concept pattern 
that selects instances of the concept 'Enzyme' is shown. The corresponding 
nRQL syntax is described in the similarly named tag, <nRQLSyntax>. The 
natural language description of the query is in the <Description> tag and the 
instances returned by the query are in the multiple instance tags. 

<?xml version="l,0" encoding="UTF-8" standalone="yes" ?> 
- <rdf:RDF xmlns:daml="http://www.daml.org/2001/03/daml+oll#" 

xmlns:dc="http://purl.org/dc/elements/l.l/''xmlns:jms=''http://jend.hpl.hp.com/2003/08/jms#'' 
xmlns:owl=''http://www.w3.org/2002/07/owl#''xmlns;rdf=''http://www.w3.org/1999/02/22-rdf-syntax-
ns#"xmlns:rdfs=''http://www.w3.org/2000/01/rdf-schema#''xmlns;rss=''http://purl.org/rss/l,0/'' 
xmlns;vcard="http://www.w3.org/2001/vcard-rdf/3.0#" 
xmlns;xsd="http://www.w3.org/2001/XMLSchema#"> 

- <owl:Ontology rdf:about="fungalwebontology.owl"> 
- <Pattern> 

- <ConceptPattern> 
<Variable>a<A'ariable> 
<Concept>|http://a.com/ontology#Enzyme|</Concept> 
<Property> Are there instances of</Property> 

</ConceptPattern> 
<nRQLSyntax>( retrieve (?a )(?a |http://a.com/ontology#Enzyme|))</nRQLSyntax> 
<Description>What instances belong to the concept |http://a.com/ontology#Enzyme|</Description> 
<Instances>((?A |http://a.com/ontology#mannan_l_4-mannoblosidase|))</Instances> 
<Instances>((?A |http://a.com/ontology#alkaline_phosphatase|))</Instances> 
<Instances>((?A |http://a.com/ontology#beta-glucuronidase|))</Instances> 
<Instances>((?A |http://a.com/ontoiogy#Fluorothreonine_transaidolase|))</Instances> 
<Instances>((?A |http://a.com/ontology#galacturan_l_4-alpha-galacturonidase|))</Instances> 
<Instances>((?A |http://a.com/ontology#Phospholipid-translocating_ATPase|))</Instances> 
<Instances>((?A |http://a.com/ontology#Acetoacetyl-CoA_hydrolase|))</Instances> 
<Instances>((?A jhttp://a.com/ontology#Adenylylsulfatase|))</Instances> 
<Instances>((?A |http://a.com/ontology#Formyl-CoA_hydrolase|))</Instances> 

Fig. 4. Export format showing the query and result generated by OntoIQ 

This exported file can be uploaded to OntoIQ and re-read. The 'Import' but­
ton located on the main query panel facilitates the loading of OntoIQ XML 
files (Fig. 2). Fig. 5 shows the Query Sentence Import panel where exported 
queries can be examined. Selecting the button marked 'Open' provides the 
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user with the main query panel preloaded with the selected query for further 
modification or resubmission to RACER given that the corresponding ontol­
ogy is loaded into OntoIQ. If the imported query does not correspond to the 
ontology file loaded by the user, only the query pattern is loaded without the 
domain specific content. 

2i ieJ'ieveI :Vef;ljr T.ra^\{wp-iefm ^;nduyry ihftp//±caii/ofi^oija^'UP^?Gv.cin9...enzyrne.Jr.rlJ! V-'i-;;<:'-iinJ^nce; arefei^S^cb;.' i. Op*;'; | 

:! I r^!;!ii7ft i '••t:rr:n;e '^'\iA\d^^e"^\r)&^'iy )\'nri<iiii\\y •^E^7^^ne H^i//^ ^onvofiloSta'tii; i.j'-ingi;i''^ub".f{.i v-h^ ri-.\^xfi:. veQy\\vr:\} !o ihe Open j 

Fig. 5. Query Sentence Import panel for selection of available stored queries. 

3 Conclusion 

To determine the utility of an ontological conceptualization for a given appli­
cation it is necessary to examine it based on its concepts, axioms and in­
stances. This remains a time consuming challenge for domain experts who are 
not ready to learn new syntax in order to pose queries to ontologies or browse 
very large visualizations. 

Despite the fact that OntoIQ requires users to learn a new approach to que­
rying a knowledge resource it makes a significant step in reducing the techni­
cal barriers in knowledge mining. This new approach involves the following 
challenges: (i) how can the user identify the boundaries of the ontological con­
ceptualization (what is included and what is not), (ii) how can users map their 
queries into patterns that can match the conceptualisation's axioms in order to 
retrieve the desired results. The first challenge requires users to take the time 
browse or interrogate the ontology identifying familiar concepts and vocabu­
lary. The second challenge can be summarized as follows; users must become 
familiar with the properties, the domains and ranges, used in the conceptuali­
sation as well as the capabilities of each of the query patterns so that they can 
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construct complex queries. We note domain experts have expressed concerns 
about the shift in thinking that requires the selection of a pattern before formu­
lating the content of a query. This sometimes seems counterintuitive for the 
beginner. Hov^ever we considered this challenge in the design of the tool and 
provide the functionality to save query patterns with a natural language de­
scription such that they can be reused at a later time by the same or less ad­
vanced users. 

More advanced users appear to be challenged by the need to compose new 
patterns to answer what may seem simple queries. Both challenges can be ad­
dressed by developing an additional tier onto the query process, namely a 
natural language query-answer interface which can translate natural language 
into query patterns. Simple axioms in the FungalWeb Ontology such as those 
listed below could be formulated in a number of additional ways depending on 
the scientific vocabulary of the user or ontology engineer. Consequently an 
NLP based free-text query to query pattern 'mapping module' providing faster 
and simpler access to the ontology content would be highly relevant for Fungal 
Enzyme Biotechnologists interested solely in mining the FungalWeb Ontol­
ogy. 

• Enzyme - Has_been_reported_to_be_found_in - Fungus 
• Substrate - Is_activated_by - Enzyme 

In summary DL-based 'semantic mining' is a new paradigm where OntoIQ 
makes the existing functionality of nRQL and RACER available to non­
technical knowledge worker, albeit with a learning curve. As such it makes a 
relevant contribution to the evolution and uptake of knowledge discovery 
technology. 
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Abstract: Combining ontologies with rules has become a central topic in the Semantic 

Web. Bridging the discrepancy between these two knowledge representations, this 

paper introduces Datalog^^ as a family of hybrid languages, where Datalog rules are 

parameterized by various DL (description logic) languages ranging from A L C to 

S H I Q . Making Datalog^^ a decidable system with complexity of EXPTIME, we 

propose independent properties in the DL body as the restriction to hybrid rules, and 

weaken the safeness condition to balance the trade-off between expressivity and 

reasoning power. Building on existing well-developed techniques, we present a 

principled approach to enrich (RuleML) rules with information from (OWL) 

ontologies, and develop a prototype system integrating a rule engine (00 jDREW) 

with a DL reasoner (RACER). 
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1 Introduction 

Alternative architectures for the Semantic Web were proposed by several 
grpups at the W3C Workshop on Rule Languages for Interoperability, and fol­
low-up discussions helped to establish the Rule Interchange Format Working 
Group [20]. Whether, in the Semantic Web's layered structure, there should be 
only one homogeneous hierarchy for ontologies and rules [13], or these should 
stand heterogeneously (hybridly) side by side under a logic framework [10], 
the combination of ontologies and rules, within a practical and feasible frame­
work, is an interesting topic deserving more investigation. 

Description logics (DLs) have been recognized as the logical foundation of 
ontologies in the Semantic Web, and the Web Ontology Language, namely 
OWL [18], has two species: OWL-Lite and OWL-DL, closely related to the 
DL languages S H I Q ( D ) and S H O I N ( D ) , respectively. On the other 
hand, Datalog is a wide-spread rule-based language, even popular in the indus­
try. That is, both of these two knowledge representations have reached a cer­
tain level of maturity, which make them suitable candidates for combination. 

Among the integration frameworks for combining rules and DLs (see Table 
1), one is the homogeneous approach (like DLP [8], SWRL [11], and KA0N2 
[17]), while the other is the hybrid approach (like AL-log [6], CARIN [14], dl-
programs [7], and r-hybrid KBs [19]). However, there exists the usual trade­
off between the expressivity of languages and the complexity of their reason­
ing services. 

Table 1. Comparison of Approaches 

Homogeneous 
Approach 

Hybrid 
Approach 

DLP 
SWRL 
KA0N2 
AL-log 
CARIN 
dl-programs 
r-hybrid KBs 
Datalog°^ 

Safeness Condition 
Strone Weak 

X 
X 

X 

X 
X 

X 
X 

X 

Iniformation Flow 
Uni-directional Bi-directional 

X 
X 
X 

X 
X 

X 
X 

X 

Strategy 

Reduction 

Reduction 
SLD-resolution 
Entailment 
Fixpoint iteration 

SLD-resolution 

AL-log, the earlier and simpler case, integrates standard Datalog rule infer­
ence procedures with intermediate ALC DL satisfiability checking. It adopts 
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backward chaining (based on SLD-resolution), first collecting the disjunction 
of the obtained DL-queries, and then using classical DL tableaux algorithms to 
check the consistency of those DL atoms. As a result, AL-log is a complete 
and sound system, whose complexity is EXPTIME stemming from those of 
ALC and Datalog. But, the binary predicates (i.e., properties) are not consid­
ered in AL-log, and it requires that each variable appearing in the DL compo­
nent also appears in the Datalog component (we call this a strong safeness 
condition, and a formal definition is presented below), s.t. only unary predi­
cates without variables (i.e., ground classes) will be submitted to the DL tab­
leaux reasoner. 

More generally, CARIN is a family of languages, each of which combines 
(a sublanguage of) ALCNR DL and Datalog rules. Unhke AL-log, CARIN 
first computes the entailments of the DL component based on DL tableaux al­
gorithms, and one step of the standard forward chaining is then done for each 
augmented rule component, using the added DL assertions as new facts. Be­
sides, CARIN allows ground or open DL-queries with unary and binary predi­
cates, and the variables appearing in the head of a rule are required also to ap­
pear in the body but not necessary of being in the DL body (we call this a 
weak safeness condition, and a formal definition is presented below) - this is a 
general safeness condition for rule-based languages, weaker than that of AL-
log. As to non-recursive CARIN-ALCNR , a sound and complete inference 
procedure has been estabhshed, while reasoning in recursive CARIN-
ALCNR is un-decidable, and there are two ways of restricting expressivity 
to regain soundness and completeness: one is to remove some DL constructors 
and allow an acyclic terminology only, and the other is to make the safeness 
condition strong. 

It should be pointed out that bi-directional information flows are not permit­
ted in the above two systems, and the predicate symbols in the head of hybrid 
rules are disjoint from those in the DL component. Two other well-known hy­
brid systems, dl-programs and r-hybrid KBs, are less restricted, and the stable 
model semantics performs well for both systems; also, they each provide a de-
cidable strategy. In these systems, negation as failure is investigated as an im­
portant feature, which is beyond this scope of the current paper. 

Being homogeneous approaches, DLP and S WRL share all of the predicate 
symbols between the rule component and the DL component. However, DLP 
has more expressivity restrictions, while SWRL is undecidable. KA0N2 
seems a novelty as to reasoning support for both OWL-DL and rules, reducing 
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the DL knowledge bases to disjunctive programs. But such reduction pushes 
the task of DL reasoning completely into rule engines, not gaining the benefits 
from the existing tableaux DL reasoners. Also, a strong safeness condition, 
similar to the one in AL-log and r-hybrid KBs, is required by KA0N2, where 
this restriction covers some of the common usages of DL expressivity. 

In this paper, our objective is to generalize the framework of AL-log, com­
bining (any sublanguage of) a decidable DL system with Datalog, and provide 
less restricted hybrid rules with DL-query to both classes and properties. Al­
though CARIN is similar in this respect, it requires some built-in coding into a 
DL reasoner, to obtain a complete entailment for hybrid rules; otherwise, 
anonymous individuals (e.g., introduced by existence restrictions) and uncer­
tain assertions (e.g., derived from disjunction descriptions) in the DL compo­
nent will just be kept inside of the primitive DL reasoner, with no access to 
rule engines. Aiming at developing a feasible strategy for the reasonable Se­
mantic Web community by employing existing techniques as much as possi­
ble, we attempt to balance the trade-off of the expressivity and the reasoning 
power, and consider SHI Q as our bottom line, whose practical and efficient 
tools are available (such as RACER [9]). Here, we adopt the weak safeness 
condition, and the problems introduced by the pure-DL variables in DL-
queries, beyond the strong safeness condition, will be handled cautiously, pro­
vided that those expressive statements would be kicked out by the bottom line 
of S H I Q DL. By defining independent properties, we clarify our current 
reasoning services: hybrid rules with DL-query to classes and independent 
properties in weak safeness condition are fully supported. 

As a result, this paper presents Datalog^^ as a family of hybrid representa­
tion languages, where Datalog rules are parameterized by a specific DL lan­
guage L, namely Datalog^, where L ranges from A L C to S H I Q . On the 
theoretical side, we show a sound and complete algorithm for reasoning in 
Datalog''^^, with the complexity of EXPTIME in any case of its parameterized DL 
language L. On the practical side, while keeping a DL reasoner unchanged, a 
typical rule engine (e.g., 0 0 jDREW [4]) will be extended to incorporate hy­
brid rules, where the collection of DL-queries, after a so-called constrained 
SLD-resolution for hybrid rules, will be submitted to an external DL reasoner 
(e.g., RACER). 

Next, Datalog^^ will be introduced in Sect. 2 with its syntax and semantics, 
while its reasoning will be described in Sect. 3 together with proofs of sound­
ness and completeness. Sect. 4 is meant to clarify technical problems of de-
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cidability underlying in hybrid rules, and finally conclusions are drawn in 
Sect. 5. 

2 The Datalog^^ Languages 

The matured languages, Datalog and DL, will be combined in a hybrid ap­
proach: Datalog^^ is a family of languages, each of which parameterizes Data-
log with some variety of DL-query. 

Consider the main layers of the DL family bottom-up [3], ALC is a basic 
and simple language, permitting class descriptions v i a C 6 Z ) , C 6 Z ) , — i C , 
Vi?.C, and 3R.D where C, D are classes and R is a property. Augmented by 
transitive properties, ALC becomes ALC^+ in the following denoted by S . 

R 

SI is an extension to S with inverse properties, followed by SHI with 
property hierarchies. It becomes SHIF if extended by functional restric­
tions, SHIN if extended by cardinality restrictions, and SHIQ if ex­
tended by qualified number restrictions. Support for datatype predicates (e.g. 
string, integer) leads to the concrete domain of D , and using nominals O al­
lows to construct classes from singleton sets. 

Assuming the usual definitions of DLs and rules are familiar to readers, we 
introduce the syntax and semantics for Datalog^^ with no need for preliminar­
ies. However, we adopt the so-called unique named assumption (UNA), a con­
vention of Datalog not normally used by DLs. 

2.1 Syntax 

In order to preserve decidability, we fix the rule language to Datalog, so that 
terms must be variables or constants. Undecidable extensions to Horn logic, 
where terms can also be function applications, have been considered as well, 
but are beyond the scope of this paper. 

Given a decidable DL language L (here, it ranges from A L C t o S H I Q ) , 
we denote by Datalog^ a subset of the function-free first-order Horn logic lan­
guage over an alphabet of predicates A = AT^ AP , with AT n AP = 0, and 
an alphabet of constants C. Note that, the predicates in AP can be of arbitrary 
arity, while those of ^ r should be either unary (also called class in DL) or bi­
nary (also called property in DL). 
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Definition 1. A Datalog^ knowledge base K is a pair (E,n), where: Z is a L-based 
description logic knowledge base with predicates in ^ r ; FI is a Datalog program with 
DL-query to I , s.t. each hybrid rule r in H is 

h(X): -bi(Y{), • • •, bm(Ym) 8c qi{Zi\ • • •, qn{Zn) 

where X, Yi, ..., Ym are n-ary sequences of terms while Zi, ..., Z^ are unary/binary se­
quences of terms, h(X) and bi(Yi) (1^ i^ m) are Datalog atoms with predicates in AP 

while each qj(Zj) (1^ j : ^ n) is a DL-query with a predicate in ^ r . 
Two safeness conditions are introduced for hybrid rules: 

Weak safeness: a variable occurring in X must occur in one of the Yi|Zj's. 
Strong safeness: a variable occurring in r must occur in one of the Yi's. 

For simplicity, in the rest of the paper "rule" means "hybrid rule", while 
"Datalog rule" refers to a hybrid rule after deletion of the DL body. Besides, 
making rules strongly safe has been introduced in [17], that is: (1) For each 
rule r whose variable w does not occur in any of the Yi's, we add an atom 0(w) 
to the Datalog body of r, where O is a special predicate symbol, OG AP\ (2) 
For each constant c occurring in K = (D,n), we add a fact 0(c) to n . 

As mentioned in Sect. 1, we prefer to the weak safeness condition rather 
than the strong one. Below, pure-DL variables are defined. 

Definition 2. A pure-DL variable in a rule r is a variable that only occurs in one of 
the Zj's. 

Pure-DL variables lead to the violation of the strong safeness condition in 
cases where the weak safeness condition is obeyed. Note that, without the 
presence of pure-DL variables (i.e., under the strong safeness condition), our 
system appears to be Datalog extended with ground DL-queries, which is a 
simple and straightforward extension to AL-log. 

According to the classical SLD-resolution with rules, non-pure-DL vari­
ables in (the DL body of) r will be bound to ground values, still leaving pure-
DL variables free in the DL body. This situation is similar to conjunctive 
query answering in DL containing both constants and variables [12]. Instantia­
tion ("Is an individual an instance of a class?") can be reduced to KB unsatis-
fiability by transforming the query into a negated assertion. However, queries 
involving properties and variables are non-trivial given that the negation of 
properties is not supported by most DLs. Hence, a candidate technique infold­
ing (called rolling-up in [12]), whose objective is to eliminate properties from 
queries. 
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Following this route, we encounter another problem: the simple procedure 
of folding cannot be applied to parts of the query that contain cycles, or where 

more than one arc enters a node that corresponds to a variable (e.g. P(u, x)A 

Q(v, x)). Tree-shaped DL queries appear to be a solution to this problem by 
exploiting the tree model property of the DL [12]; however, the undecidability 
of an unrestricted combination of DLs with rules is exactly due to the fact that 
adding rules to DLs causes the loss of any form of tree model property [17]. 
Hence, strong safeness is imposed by DL-safe rules [17] and other approaches 
[6, 7, 19], while we define independent propQvtiQs, which address the trade-off 
as mentioned above. 

Definition 3. A property P is said to be independent in a rule r, if no P occurrence 
shares any pure-DL variable with other property occurrences (including other P occur­
rences). 

Now, suppose r is a hybrid rule violating the strong safeness condition, y be­
ing its head, a being its Datalog body, and P being its DL body. Specifically, it 
has the form y:-a&P, where p contains a pure-DL variable x having a class de­
scription C (C can be the DL top class). We classify the possibilities for p into 
four cases: 

1. If x does not participate (as the first or second argument) in any property, then 
the DL-query of C(x) is reduced to checking whether C is nonempty. 

2. If there exists exactly one property occurrence of P relating x with a term u, then 

the DL-query of P(u, x)A C(x) or P(x, u)A C(x) becomes its folding result 
3P.C(u) or 3P'.C(u), respectively. 

3. If there exists exactly two property occurrences of P and Q relating x with terms 
u and V, respectively, where P and Q, u and v can be identical, then the DL-
queries become the results of following foldings (chaining can start with either u 
orv): 

(a) P(u, x)A Q(v, x)A C(x) becomes 

3P,(3Q-.{v}6 C)(u) or 3Q,(3P-,{u}6 C)(v) 

(b) P(u, x)A Q(x, v)A C(x) becomes 

3P,(3Q.{v}6 C)(u) or 3Q-,(3P-,{u}6 C)(v) 

(c) P(x, u)A Q(v, x)A C(x) becomes 

3P-,(3Q-.{v}6 C)(u) or 3Q,(3P,{u}6 C)(v) 
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(d) P(x, u)A Q(x, v)A C(x) becomes 

3P-.{3Q,{v}6 C){u) or 3Q-.{3P,{u}6 C)(y) 

4. If there exists three or more property occurrences, nested foldings might be em­
ployed by iterating case 3 chainings. 

Case 3 requires support by using nominals O (i.e., classes with a singleton ex­
tension), as known from the DL literature, whose interaction with cardinality 
restrictions N and inverse properties I makes the complexity jump from 
EXPTIME (for S H I N ) to NEXPTIME (for SHOIN ). Although the operator {u} 
could be 'simulated' by its representative concept Cu [12], we still focus on 
cases 1 and 2 in this paper, not introducing different fresh concept names for 
different individuals. Another consideration is following the requirement of 
independent properties in a hybrid rule r, which is fulfilled by cases 1 and 2, 
excluding cases 3 and 4 where the pure-DL variable x is a variable shared 
among properties in r. 

Proposition 1. For hybrid rules with independent properties according to case 2, the 
folding results are equivalent to the original DL-queries. 

Proof. For a set of closed formulas S and a closed formula F of a first order lan­
guage, F is a logical consequence of S iff Su{-iF} is unsatisfiable. Applied to logic 

programming, consider a Datalog program n with a goal G of the form <-GiA ...A Gn 

with variables yiv-jYin- Showing that the set of clauses nu{G} is unsatisfiable is ex­

actly the same as showing that 3yi ... By^ (GiA ...A Gn) is a logical consequence of FI. 

Note that DL languages are variable-free, where any free variables are hidden within 

V, 3, etc., such as UGBP.C meaning UG{X | 3y. P(x, y) A C(y)}. So, the folding re­

sults, e.g., BP.C(u), are equivalent to the original DL-queries, e.g., <- P(u, x) A C(x) 

with an independent property of P. 

2.2 Semantics 

The semantics of Datalog^^ derives in a natural way from the semantics of its 
component languages, based on the first-order semantics. As follows, we de­
fine an interpretation and a model of our language Datalog^, including the sat­
isfying conditions for ground Datalog atoms, ground DL-queries, and hybrid 
rules. We direct readers to the description logic handbook [3] and the founda­
tions of logic programming [16] for those related definitions. 
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Definition 4. An interpretation I = (^ , •̂ ) of a language Datalog^ consists of the 

following: (1) A nonempty domain ^ ; (2) For each constant a in C, the assignment of 

an element in ^ , i.e.,a^ G ^ ; (3) For each n-ary predicate p in the alphabet of predi­

cates A = AT^ AP , the assignment of a relation of arity n over the domain ^ , i.e., a 

relation on ^ \̂ 

Definition 5. Let I be an interpretation for a language Datalog^, and for a given hy­
brid rule r, 
A variable assignment Vj w.r.t I is an assignment to each variable in r of an element in 
the domain of I. 
A term assignment T̂  w.r.t I is defined: (1) Each variable is given its assignment ac­
cording to Vj.; (2) Each constant is given its assignment according to I. 

Definition 6. Let I be an interpretation for a language Datalog^. (1) A ground Data-
log atom a = p(C), pe ^p , is satisfied by I if Ĉ  e p\ written as I |= a. (2) A ground 
DL-query |3 = q(C), q e AT /\s satisfied by I if Ĉ  e q̂ , written as I |= p. (3) A hybrid 
rule r that h{X)'.-b\(Y\),'-,bm{Ym)Scq\{Z\),'-,qn{Zn) is satisfied by I if, 

whenever T̂  is a term assignment w.r.t I, such that Tr (Yj) G bî  and Tr (Zj) G qĵ  (1^ i 

< m, 1< j< n) for every atom in the body of r, then Tr (X) G ĥ  for the head of r, writ­
ten as 11= r. 

Definition 7. Let I be an interpretation for a language Datalog^. I is a model of the 
Datalog^ knowledge base (Z,n), consisting of a Datalog program n with DL-queries 
to E, if I satisfies each hybrid rule in 11 and I is a model of I according to the descrip­
tion logic L. 

3 Reasoning in Datalog^^ 

Deviating from AL-log, the algorithm in CARIN is meant to test DL entail­
ment but not satisfiability, resulting in forward chaining being employed as the 
strategy for the rule component. On the other hand, not concerned with the in­
ternals of DL's tableaux calculus, our Datalog^^ family is in the tradition of 
AL-log, making use of the constrained SLD-resolution, so that backward 
chaining plays the role of our principal reasoning strategy. 
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3.1 Algorithm 

Below is the definition of an algorithm, in pseudo-code, for reasoning in Data-
log^, where L is a DL language ranging from A L C to S H I Q , restricted to 
independent properties in the DL body of hybrid rules under the weak safeness 
condition. 
Input: Datalog^ KB K=(Z,n) and a query q. 
Output: TRUE if q is satisfied by K, FALSE otherwise. 
BEGIN: 

1. Apply SLD-resolution for q with Datalog rules. Use the resulting substitution to 
ground the hybrid rules (no assignment can be made to pure-DL variables). If 
there is no such grounded version, then return FALSE. Otherwise, collect the 
disjunction of the obtained DL-queries, after folding in step-2 for each rule r ha­
ving pure-DL variables left. 

2. For each pure-DL variable x in the rule r, where C is a class description of x, and 
P is an independent property relating x with a term u, output the folding results 

of 3P.C(u) from P(u, x)A C(x), and of 3P-.C(u) from P(x, u)A C(x). 
3. Apply the DL tableaux algorithm to (the step-2 folding results of) the DL-queries 

from step-1. We build a disjunctive DL class Did ••• o Dm such that its class 

descriptions Di are collected from the involved hybrid rules ri, where 1^ i^ m. 
For an individual a, the separate DL-queries Di(a) will be replaced by a single 
new one, D\6 • • • 6 Dm(a). If the DL-query Dib • • • 6 Dm(a) in addition to at 
least one of the remaining disjuncts are satisfiable in every model, then return 
TRUE, else return FALSE. 

END. 
The hybrid rules from the Datalog^ KB K input obey the restriction of only 

having independent properties, as imposed by our definition of K, s.t. step-2 
produces ground rules under the weak safeness condition. For rules fulfilling 
the strong safeness condition, step-2 will be skipped due to the non-appearance 
of pure-DL variables. That is, our algorithm introduces a method to re­
establish strong safeness by eliminating all pure-DL variables, while a collec­
tion of ground DL-queries will be submitted to a DL reasoner for safisfiability 
checking. 

Instead of processing the rule bodies separately, step-3 evaluates them as a 
single disjunction. As a simple example consider a DL TBox with one axiom 
• 6 ^ 6 5 as well as two hybrid rules that C(x) :- & A(x). and C(x) :- & 
B(x). In addition, there is an individual a in the DL top class • . Given a 
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query C(a), neither A(a) nor B(a) holds, while step-3 allows to finalize this 
query via A o B(a) to which the DL reasoner replies 'True'. 

3.2 Query Answering 

In general, a substitution 6 is a finite set of the form {Xi/ti, ..., Xn/tn}, where 
Xi is a variable, ti is a term, and Xi ^ Xj for i ;̂  j . A ground substitution is a 
substitution where ti is a constant for every i G {1, ..., n}. Below is the techni­
cal details for query answering, using the notions inherited from AL-log but 
with extensions to DL properties. 

Definition 8 [Constrained SLD-resolution]. Let L be a specific DL language, 
K=(E,n) be a Datalog^ knowledge base, q = ai,...,as & Piv> Pt be a query to K 
where ai is a Datalog atom and Pj is a DL atom, and r be a hybrid rule of the form a' :-
a'l,...,a'nl& P'l,..., P'n • Suppose 0 is the most general substitution such that a'6 = 
ak0, where ak is one of {ai,...,as}. The resolvent of q and r with substitution G is the 
query q'=|Li&v, where )Li=(ai,...,ak.i, a\,.,.,a\, ak+b...,as)6 and v=(Pi,..-, Pt, P'lv-., 
P'ii)G with simplification: if there are two constraints of the form t:C, t:D, they are re­
placed by the equivalent constraint t: C 6 D . 

Definition 9 [Constrained SLD-derivation]. A constrained SLD-derivation for a 
query qo in K is a derivation constituted by: 

1. A sequence of queries qo, qi,..., qn 
2. A sequence of hybrid rules ri,..., rn 
3. A sequence of substitutions 0i,..., 0n 

such that for each i e {0, 1,.,., n-1}, qj+i is the resolvent of qi and ri+i with substitution 
0i+i. We call n the length of the derivation. 

A derivation may terminate with the last query of the form qDL = 0 & 
Pi,...,pi, which is called constrained empty clause. For strong safeness condi­
tions, the constrained empty clause should have not any variable, while for 
weak safeness conditions, pure-DL variables appear as being existentially 
quantified in some of "Pi,...,Pi". In this sense, we currently only consider in­
dependent properties in hybrid rules, with folding results fully supported by 
existing DL reasoners. 

Proposition 2. Let qo, qi,..., qn be a constrained SLD-derivation for qo in K. If I is a 
model of K such that 11= qi+i, then 11= qi, for i= 0,..., n-1. 

Proof It follows from the soundness of SLD-resolution as well as the fact that the 
simplification of constraints preserves validity. In particular, Proposition 1 states the 
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folding results are equivalent to the original DL-queries, also applying to the last query 
qn, i.e., the constrained empty clause qoL with pure-DL variables. Together with DL 
classical tableaux algorithms, it holds that 

K |- 0 & C(x) iff Ĉ  is nonempty, where I is the model of K 

K|-0«&P(u,x)A C(x)iffK|=aP.C(u) 

K|-0&P(x,u)A C(x)iffK|=3P-.C(u) 

Definition 10 [Constrained SLD-refutation]. A constrained SLD-refutation for a 
query q in K is a finite set of constrained SLD-derivations di,...,dm for q in K such that, 
denoting as qo\...,qnî  the sequence of queries of the î ^ derivation di, the following con­
ditions hold: 

1. For each i, qnî  is one of the form " 0 & Pi^,...,Pi/", i.e., the last query of each 
derivation is a constrained empty clause. 

2. For each qnî  with pure-DL variables, obtain the folding results of qni\ 
3. For each model I of K, there exists at least one ie {!,...,m} s.t. 11= q̂ î ; we write 

this condition K |= disj(qnA ..., qnm""). 

We write K |- q, if there is a constrained SLD-refutation for q in K. 

Lemma 1. Let q be a ground query to a Datalog^ knowledge base K = (S,n). 
K |- q if and only if K |= q. 

Proof With restriction to independent properties in hybrid rules, we present our 
proof based on the correctness and completeness of SLD-resolution and DL tableaux 
algorithms, similar as AL-log does. 

=>: Suppose K |- q, i.e., the ground query q has a constrained SLD-refutation. Then, 
for each derivation, if I is a model of K that satisfies the constrained empty clause qoL 
then it satisfies q (by repeated application of Proposition 2 with q̂ L as qn and q as qo); 
moreover, each model I of K satisfies at least one of the constrained empty clauses. 
Then each model of K satisfies q, that is K |= q. 

<=: Suppose K |- q fails, we have no constrained SLD-refutation for q in K, result­
ing from three possibilities according to Definition 10. 

1. If there is no constrained empty clause, then from the completeness of SLD-
resolution, we have the failure of K |= q. 

2. If there is no folding results of the constrained empty clause, then this query q is 
beyond our consideration, having a natural conflict with K |= q. 

3. If there is a model I of K, then for any derivation of q whose last query is a con­
strained empty clause (written as qni' = 0 & Pi^.. .,Pnî X it makes 11= qn/ a failure. 
That is, there is a model I of Z such that 11= Pi\...,Pn/ fails. Characterized by I, 
we can construct another model J, and it can be shown ~ by induction on the 
construction of J ~ that J |= q fails, and K |= q fails. 
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Referring to AL-log, Datalog^ also provides a decidable procedure. Note that 
satisfiability of an A L C class (without any TBox) is PSPACE-complete; 
while the same problem is EXPTIME -complete, if a TBox with general inclusion 
axioms is present [3]. For the rule component, Datalog is data complete for P 
while program complete for EXPTIME [5]. As a result, the computational com­
plexity of Datalog^ is EXPTIME, where L ranges from A L C to S H I Q . 

Theorem 1. Query answering in Datalog^ is a decidable problem in EXPTIME. 

4 Re-obtaining Decidability 

As pointed in CARIN, the problem of determining whether K |= q is undecid-
able, where K is a Datalog^ knowledge base with recursive Datalog rules, and 
its L-based DL component allows arbitrary inclusion statements while L itself 
includes only the constructor 3P.C. In short, the recursive Datalog rules ex­
tended with cyclic TBox including only one DL constructor of 3P.C will de­
stroy decidability, while 3P.C is the most basic DL constructor, introduced 
first by the simpler A L C DL. This theorem has been proved in [14], by re­
ducing the halting problem of a Turing machine to the entailment problem of 
K. Below, we rewrite them: 

- DL ABox: integer(l) 
- DL TBox: integer 6 Bsucc.integer 
- rule-primitive: lessThan(x, y):- & succ(x, y). 
- rule-recursive: lessThan(x, y):- lessThan(z, y) & succ(x, z). 
Below, we identify two ways of restricting the expressivity in the knowl­

edge base as to re-obtain a decision procedure, where the first one is in the 
view of DL and the second is of rules: 

(1) To remove some DL constructors: Not obtaining the benefits from the 
current mature DL techniques as much as possible, we backtrack to the sys­
tems of nearly 10 years ago - actually, CARE^l has a (maximal) decidable 
sublanguage, namely CARIN-MARC, which includes the constructors 
6 ,6 ,(>nR),3R.C and negation on primitive classes, with the terminology 
consisting of acycHc class definitions (i.e., no inclusions or property defini­
tions). DLP has another solution: it requires that the existential DL constructor 
of 3P.C can only occur on the left hand side of an inclusion axiom, that is, it 
allows the form of being 3P.C 6 D but disallows that of Z) 6 3P,C. 
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(2) To enforce stronger safeness conditions: Generally speaking, rules are 
required to be safe, i.e., a variable that appears in the head must also appear in 
the body -- we call it as the weak safeness condition in this paper, and the 
above undecidable encoding is a case of weakness. As mentioned in Table 1, 
CARIN, DLP and SWRL obey this weak safeness, but either CARIN or DLP 
has its respective restrictions under other considerations as to obtain decidabil­
ity, while SWRL admits itself undecidable. For the other systems, strong safe­
ness conditions have to be emphasized, such as r-hybrid KBs and KA0N2 
(demanding that "x" must occur in "lessThan(z, y)" given our above KB ex­
ample); moreover, AL-log only permits DL-query to classes without admis­
sion to DL properties. Regarding our proposal of Datalog^^, weak safeness 
conditions are fine, but the above rules will obtain such DL queries as "succ(x, 
z), succ(z, y)" provided by "lessThan(x, y)" with length of two steps. Here, no 
independent properties are guaranteed, due to sharing the pure-DL variable of 
"z", s.t. a folding result like 3succ.3succ.{y}(x) will be submitted to a DL rea-
soner. Considering that it lacks full provision to the nominals O in existing 
DL systems, and our framework conforms to the available techniques, we ex­
clude the above hybrid rules with requirement of independent properties. Thus, 
we also define some expressivity restrictions to avoid undecidability, driven 
by considerations to existing DL reasoners rather than strong safeness condi­
tions. Actually, for simplicity, we deal little with the recursive rules in our pro­
totype system [1], but having been scoped in our ongoing work, this aspect 
will be paid more attention. 

5 Conclusion 

AL-log has combined Datalog with ALC, regarded as Datalog^^^ in our pro­
posal. To provide an efficient tool in practice and a sound and complete sys­
tem in theory, our Datalog^^ concerns any sublanguage L of SHI Q as its pa­
rameter, namely Datalog^, and the practical SLD-resolution and DL tableaux 
algorithms act well in an integrated framework, beyond what AL-log has done. 
Like CARIN, both class and property predicates are allowed in DL-queries, 
with weak safeness conditions instead of strong ones. And the unique require­
ment is the admission of independent properties in hybrid rules, which con­
forms to support for reasoning in existing DL reasoners. Besides, different 
from CARIN, which prefers to forward chaining for modeling an entailment 
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completion, our prototype system [1] performs query answering in backward 
chaining with improvements to a rule engine (e.g., 0 0 jDREW), making the 
hybrid rules processable, while keeping the DL reasoner (e.g., RACER) un­
changed to act as an external service. And we assume such adaptation is more 
straightforward to users that the non-trivial DL algorithms would be regarded 
as a black box. 

It should be pointed out how our folding technique is related to 'rolling-up' 
in [12]. There, (conjunctive) queries to the ABox of a DL knowledge base, 
perhaps containing variables in DL classes or DL properties, can be rewritten 
s.t. query answering is reduced to the problem of knowledge base satisfiability. 
Here, this kind of technique is used to bridge the gap between query answering 
in hybrid rules and testing satisfiability in the DL component. Furthermore, the 
usage of our "independent properties" to some extent corresponds to a particu­
lar case of tree-shaped (or acyclic) DL queries as described in [12]. 

We are currently investigating DL query languages in support of hybrid 
rules on the practical level. The expressivity and reasoning power of Datalog^^ 
were explored with a suite of previous examples from AL-log, CARIN, DL-
safe rules, and our use case RuleML FOAF [15]. This suite covers much of the 
expressiveness currently discussed for hybrid rules, e.g. in the W3C RIF WG 
[20]. The entire suite is implemented in our hybrid rule engine [1] coupling 
0 0 jDREW with RACER. 

For the serialization of hybrid rules, the RuleML <Implies> element with its 
<head> role for h(X) and its <body> role for the bi(Yi) can be extended with a 
<neck> role for the qj(Zj). The neck of a rule may also be generally used to 
query other (non-DL) external decidable provers. 

In this paper, we enriched rules with information from ontologies, but not 
vice versa. Sharing common predicates in both components is attractive, while 
the problems it causes, such as decidability, are open challenges for the Se­
mantic Web. Also, Datalog"^^ was investigated in dl-programs and r-hybrid 
systems as a more expressive rule component; such rules with disjunction and 
negation are also considered in our future work. 
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Resolution Based Explanations for Reasoning in 
the Description Logic ACC 
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versity, Montreal, Quebec, Canada 

Abstract. With the increasing number of apphcations of description logics (DLs), un-
satisfiable concepts and inconsistent terminologies become quite common, especially 
when the knowledge bases are large and complex. Even for an experienced knowledge 
engineer, it can be extremely difficult to identify and resolve the origins of these un-
satisfiabilities and inconsistencies. Thus it is crucial to provide services to explain how 
and why a result is derived. Motivated by the possibilities of applying resolution tech­
nique in first-order logic to construct explanations for description logics, we extend 
our previous work and present an algorithm that generates explanations for unsatisfi-
ability and inconsistency reasoning in the description language ACC. The main advan­
tage of our approach is that it is independent of any specific DL reasoners. 

1 Introduction 

In recent years, description logics (DLs) have found a wide range of applica­
tions in computer science, such as domain modeling, software engineering, 
configuration, and the semantic web [3]. With increasing complex applica­
tions, unsatisfiability and inconsistency become quite common. For example, 
the DICE (Diagnoses for Intensive Care Evaluation) terminology [17] contains 
more than 2400 concepts, out of which about 750 concepts were unsatisfiable 
due to migration from other terminological systems. Unsatisfiability and in­
consistency may also arise due to unintentional design defects in the terminol-
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ogy or changes in the process of ontology evolution. However, existing DL 
reasoners, such as Racer [7] and FaCT [10], do not provide explanation ser­
vices; they merely provide "Yes/No" answer to a satisfiability or consistency 
query with no information about the reasons. In addition to such answers, it is 
desirable that DL reasoners also provide reasons for their answers and identify 
the sources of inconsistencies to further help knowledge engineers and ontol­
ogy developers. It is therefore crucial and also challenging to provide explana­
tion services as a useM feature and facility for DL reasoners. 

In our previous work [4], we proposed a framework of constructing expla­
nations for the description logic language ACC using resolution proofs. The 
approach works as follows: 

1. Firstly, if a DL reasoner provides a negative answer to a satisfiability/ 
consistency query, i.e., a concept is unsatisfiable or a TBox/ABox is in­
consistent, the axioms and assertions in the knowledge base will be trans­
lated into first-order formulae. 

2. Then a resolution based automated theorem prover (ATP) is used to ge­
nerate the resolution proof, taking the translated formulae as inputs. 

3. At last, the resolution proof is transformed into its corresponding refuta­
tion graph [6]. Our algorithm traverses the graph and "reads" the proof to 
generate explanations. Later, the clauses involved in each traversal step 
are traced back to the contributing axioms/assertions in the original DL 
knowledge base. 

Our approach has two main advantages. The first is that it is independent of 
any specific DL reasoners. Most implemented DL reasoners use tableau algo­
rithms as the underlying reasoning calculus. Tableau rules are designed to ren­
der the results faster but not necessarily easier for the users to understand. Fur­
thermore, some DL optimization techniques, such as absorption^, are adopted 
to make reasoning more efficient, however they may make it more difficult for 
general users to understand if presented as explanations. In order to give ex­
planations, the internal reasoning procedures should be tailored with perform­
ance penalties. Since the explanations are constructed based on resolution 
proofs in our approach, no modification of the internal of a DL reasoner is 
needed. This makes it possible to provide explanations for any DL reasoner. 
The second advantage of our approach of using resolution, compared to natu-

^ The basic idea of absorption is to transform a general axiom, e.g., ^' ^~ ^\ to the form of a 
primitive definition '^ U />̂ , where A is an atomic concept name and £) ' is a non-atomic con­
cept. 



Resolution-based Explanations for Reasoning 191 

ral deduction proofs or tableau proofs, is that it is more focused, as all the lit­
erals in the clauses involved in a proof contribute to the proof. In other words, 
the resolution technique filters and excludes from a proof, the axioms and as­
sertions in the knowledge base that are irrelevant to the query and hence un­
used in the process. 

Since for our explanation, we use a proof that is different from the original 
proof, a question that may naturally arise at this point is concerned with cor­
rectness of the explanation procedure. In this paper, our focus is to study 
soundness and completeness of our algorithm. In order to guarantee termina­
tion of the resolution procedure and hence our explanation technique, we adopt 
a structural transformation during translation. 

The rest of the paper is organized as follows. Sect.2 discusses related work 
in explanations. In Sect.3, we introduce our explanation algorithm and estab­
lish its soundness and completeness. Sect.4 includes an illustrative example. 
Sect.5 includes concluding remarks and discusses some future work. 

2 Related Work 

There have been several proposals to provide explanations for DL reasoning. 
The earliest work is [13] which provides an explanation facility for subsump-
tion and non-subsumption reasoning in CLASSIC [2]. CLASSIC is a family of 
knowledge representation systems based on description logics. It allows uni­
versal quantification, conjunction and restricted number restrictions. Since dis­
junction is not allowed in CLASSIC, explanations are given based on struc­
tural subsumption comparisons. Lengthy explanations are decomposed into 
smaller steps and a single step explanation is followed by more detailed expla­
nations. This work is extended in [1] by using sequent rules to explain sub-
sumption in ACC. The sequent rules are modified to imitate the behavior of 
tableau calculus as well as the behavior of human reasoning. In contrast to 
these works, [17] provides algorithms to pinpoint unsatisfiable concepts and 
related axioms. This approach first excludes axioms which are irrelevant to the 
inconsistency and then provide simplified definitions which highlight the exact 
position of the contradiction. This work is extended in [16] to debug OWL on­
tologies. This approach consists of two parts: glass box and black box. Glass 
box relies on information from internals of the reasoners. It traces back to the 
last clash to give the source of inconsistency. Black box approach uses reason-
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ers as oracles and relies on the users to perform navigational search to show 
unsatisfiabiHty dependency. On the other hand, most existing explanation fa-
ciUties in resolution based automated theorem proving transform the proofs 
into natural language style explanations [11, 12, 14]. They are specifically de­
signed to solve problems in theorem proving, particularly mathematical theo­
rems. They focus on proving conclusions using theorems, lemmas and prem­
ises and in general not suitable for indirect proofs. 

3 Preliminaries 

3.1 Description Logics 

Description logics are a family of concept-based knowledge representation 
formalisms. It represents the knowledge of a domain by first defining the rele­
vant concepts of the domain. These concepts are then used to specify proper­
ties of the objects and individuals in the domain. Typically a DL language has 
two parts: terminology (TBox) and assertion (ABox). The TBox includes in-
tensional knowledge in the form of axioms whereas the ABox contains the ex-
tensional knowledge that is specific to elements in the domain, called indi­
viduals. 

Among DL frameworks, ACC {AC stands for Attribute language and C 
stands for Complement) has been considered as a basic DL language of inter­
ests in numerous studies in DL. In ACC and other DL languages as well, basic 
descriptions are atomic concepts, designated by unary predicates, and atomic 
roles, designated by binary predicates to express relationships between con­
cepts. Arbitrary concept descriptions such as C and D are built from atomic 
concepts and roles recursively according to the following rules: 

C D ~> /1 | (atoniic coucc[)t) 
-^C\ (arbitrary concept negation) 

C n D\ (intersection) 
CU D\ (union) 
\/Ji,C\ (vahic restriction) 

3R,C (existential <iuautificatiou) 
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where A denotes an atomic concept and R denotes an atomic role. The inter­
section (or union) of concepts, which is denoted ^̂  * n J) (or '̂M i /)), is used to 
restrict the individuals to those that belong to both C and D (or either C or D). 
The value restriction, denoted VA'.f', requires that all the individuals that are 
in the relationship R with an individual of the value restriction belong to the 
concept C The existential quantification, written 3H.(\ defines that for all in­
dividuals of the existential quantification there must exist an individual in the 
relationship R that belongs to the concept C. The universal concept T is a 
synonym of i li -^/l. The bottom concept -L is a synonym of 111 -^1 . 

An interpretation J defines a formal semantics of concepts and individuals 
in ACC. It consists of a non-empty set zl^, called the domain of the interpreta­
tion, and an interpretation function, which maps every atomic concept A to a 
set '̂̂ ^ Q ^ , and maps every atomic role R to a binary relation 
If C ^ X ̂ , In addition, J maps each individual name a to an element 
a^ e A^. The interpretation I is extended to concept descriptions, as shown 
in Table 1. 

Constructors 

A 

- r 
C n D 

CIJ D 

"ilLC 

3E.C 

a : A 

(a J}) : R 

Sei 11 antics 

A' 

A'\C' 

C^ n D^ 

C^ u D^ 

{(I e - i ^ 1 V6.(«.6) € If —h& C^} 

{a e ^^ 1 3l,.{(,. h) G if Abe C^] 

,f € A' 

Uf.i/)s n^ 

Table 1. Interpretations of constructors in ACC, 

Axioms express how concepts and roles are related to each other. Generally, 
an axiom is a statement of the form (' Q i) or (' ^ ^\ where C and D are con­
cept descriptions. An interpretation 1 satisfies <" U /Mf <"̂  ^~ ^>\ It satisfies 

The basic inference services in TBoxes include satisfiability, subsumption, 
equivalence, and disjointness. A concept in a TBox T is said to be satisfiable 
w.r.t T if there exists an interpretation J that is a model of T. A model for T is 
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an interpretation that satisfies it. The other three inference services can all be 
reduced to (un)satisfiability. Another important reasoning service in TBoxes is 
to check whether a TBox T is consistent, i.e., v^hether there exists a model for 
r. The basic reasoning tasks in ABoxes are instance check, realization, and re­
trieval. The instance check verifies if a given individual is an instance of a 
specified concept. The instance reaUzation computes the most specific con­
cepts that an individual is an instance of The instance retrieval returns all the 
individuals in the knowledge base that are instances of a given concept. An 
ABox A is consistent w.r.t a TBox T, if there is an interpretation that is a 
model of both A and T. Similar to the inference services in TBoxes, the other 
three inference services in ABoxes can also be reduced to the consistency 
problem of ABoxes. Further details of description logics can be found in [3]. 

3.2 Resolution 

We assume that the readers are familiar with standard definitions of first-
order logic (FOL) and clausal theorem proving. Resolution is one of the most 
widely used calculi for theorem proving in first-order logic. Resolution proves 
a theorem by negating the statement to be proved and adding this negated goal 
to the sets of axioms that are known to be true. It then uses the following in­
ference rules to show that this leads to a contradiction. 

Positive factoring: 

CV AV B 

Co V Aa 

where a =MGU(A,B), 

Resolution: 

C V A D V - i B 

Co V Da 

where a = MGU(A, B). 
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Resolution is sound and complete: if a set of clauses is saturated up to re­
dundancy by the inference rules, then it is satisfiable if and only if it does not 
contain the empty clause. 

4 Preprocessing 

In [4], the translation between DL and FOL is straightforward based on the 
semantics of DL. For ACC, concepts can be translated into the first order 
predicate logic over unary and binary predicates with two variables, say x, y, 
which is denoted as C-, Table 2 shows such a translation from ACC into C\ An 
atomic concept A is translated into a predicate logic formula ^^.\{A with one 
free variable x such that for every interpretation J , the set of elements of zi^ 
satisfying >̂ v(r) is exactly .1^. Similarly, a role name R can be translated into 
binary predicate ^^lA^'- //). An individual name a is translated into a constant a. 
However, in order to guarantee complete and terminating reasoning, a simple 
direct translation based on the standard first order logic semantics is not ap­
propriate. Hence we adopt the structural transformation as shown in [8, 15]. 

D L C'oiisl r iKi i i r 

A 

- C 

C n 1) 

CUD 

C C D 

H C 5 

-Ai.C 

yh\c 
a : A 

ift,b) : li 

F O I . Fiiritiiila | 

OA(.r} 

- O r - ( . r l 1 

Oci.r) A Oi)ij') [ 

i/ic •(./•) V 0 | ) ( . r ) ; 

¥ . i iOc-( . r ) --Oi){.!•}) 

V.i1aw(./-) Osir}} 

^^ifiofd'i'. //) A ocijj}) 

Vi/ (o i / ( . r . i / ) — Or-{i i ) | 

OAia) 

Oifiti.h) 

Table 2 . Translation from ACC into C-

The structural transformation is a kind of conjunction normal form trans­
formation of first-order predicate logic formulae by replacing the subformulae 
with some new predicates and adding a suitable definition for these predicates. 
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We choose the structural transformation because: Firstly, it would avoid the 
exponential blow up of the size of the clauses. Consider the axiom J- ^ ^', 
where E and F are complex concept descriptions. Ifn is the number of clauses 
generated by E and m is the number of clauses generated by F then the above 
formula generates nxm clauses. The reason for the exponential explosion is the 
duplication of subformulae obtained by the exhaustive application of the dis-
tributivity law. If we replace F by a fresh concept, say C, then the above axiom 
transforms into two: /̂  Q (' and <" tr /'\ The number of clauses generated by 
these two axioms is n+m. Secondly, it helps to preserve original structures of 
DL axioms after first-order logic formulae are transformed into their conjunc­
tion normal forms. Consider the axiom V7i\ /;' r i.V. /•', without this transforma­
tion, the LHS and RHS of this axiom are distributed into four clauses, making 
it difficult to generate explanations. 

A formal definition of the transformation is shown below. 
Definition 1 C is a qualified concept expression if and only if C is of the 

form ijR.D with ^ ^ l^- }̂ and D is an arbitrary concept. 
Definition 2 [15] A position is a word over the natural numbers. The set 

pos{(p) of positions of a given formula (p is defined as follows: (i) the empty 

word s epos{(p) (ii) for l< i < n, Lpepos((p) \f (p = (pi • ... • (p^ and 

pGpos((pi) where • is a first-order operator. If pepos{(p),(p\tp = (Pi\p where 

g) = ^ 1 • ... • ^n- We write (p[(/>]p for (p\p= (j>. With (p\pl^\ where 

p ̂ pos{ g?)wQ denote the formula obtained by replacing g? \p with ^ at position 

p in (p, The polarity of a formula occurring at position ;r in a formula g? is 

denoted by Pol {(p,7i) and defined as: Pol {(p,£) = 1; Pol {(p, TTA) = Pol 

{(p,7i)\f (p\^\^2i conjunction, disjunction, formula starting with a quantifier or 

an impHcation with / = 2; Pol {(p, 7r.i) = -Pol (^,;r) if ^ |;r is a formula start­

ing with a negation symbol or an implication with / = 1 and, Pol (cp, mi) = Pol 

{(p,7i)\i (p\;j: is an equivalence. 

Definition 3 Let ^ be a formula and ^ = ^ 1;̂: be a subformula of (p at po­
sition TT. For position q which is just one position below K , the DL counterpart 
of ^l^is a quaHfied concept expression. Letxi,...,Xnbe the free variables in (/) 

and let i? be a new predicate. Then the formula 

(p[7rlR{x,,..„x^)]ADef^ 
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is a structural transformation of (p at position n. The formula Def^ is a po­
larity dependent definition of the new predicate R\ 

Def^= Vxi,...,JCn[i?(Xi,...,Xn)-^ (l>]\fP0l{(p,7t)=-\ 

\/ X\^...,X^{(f)-^ R{X\,,.,,Xr)'\ \iPol{(p ,7C)^ -1 

It is easy to see the following result after structural transformation. 
Definition 4 There are four types of clauses after normalization: 

2. VZ;V R(x,Ax)) 

3. VXiV Y 

4. VXi V -, R(x, y)V Z 

where X, e {Q(x), ^ C,(x)}, V e {D{f{x)), -. D{fix))} and Z e {D(y), -. 
D(y)}. 

Specifically, clause type (1) is translated from axiom ^' L I>, and both C 
and D are complex concepts. Type (2) and (3) are translated from axioms 
(' L 1/̂ /̂̂  or V7V.r L /). Type (4) is translated from axioms ^'L V/̂ O or 

The correctness of the translation is proved as follows. 
Theorem 1 Let T be a TBox in ACC and C be a named concept in T. T is 

consistent. Let 9 (7) and 0 (C(a)) be the resulting set of FOL formulae of 7 and 
C(a) after the translation, a being a newly introduced individual. Then C is un-
satisfiable if and only if the empty clause is derived under resolution given 6 
(T)Ue(C(a)). 

Proof. As mentioned in [8], the structural transformation does not affect sat­
isfiability, it is easy to see T and 9 (J) are equisatisfiable. Since T is consistent 
as the known fact, 9 (7) is also consistent. Since C is unsatisfiable, C does not 
admit any instance, i.e., C{a) is false. Hence 9 (T) [j 9 {C(a)) is inconsistent. 
According to the refutational completeness of resolution, the empty clause can 
be derived. Similarly, we can prove that if the empty clause is derived for 9 (T) 
U 9 (C{a)), C is unsatisfiable. • 

We can also easily prove the following result. 
Theorem 2 Let 7 be a TBox and A be an ABox (either 7 or ^ can be 

empty). Let 9 (J) and 9 (A) be the resulting set of FOL formulae of T and A af-
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ter the translation. Then 7 U^ is inconsistent if and only if the empty clause is 
derived under resolution given 6{T) [j 9 (A). 

5 The Algorithm to Generate Explanations 

Our approach uses a refutation graph [6] to reconstruct the resolution proof 
in order to support explanation. Generally speaking, a refutation graph is a 
graph whose nodes are literals (grouped together in clauses) and its edges con­
nect complementary nodes/literals which correspond to the resolution steps in 
the resolution proof. In a refutation graph, complementary literals between in­
put clauses are directly visible. We give the fundamental definition about refu­
tation graphs as below. Further details can be found in [4]. The algorithm of 
transforming a resolution proof to its refutation graph is shown in Fig.l. 

Definition 5 A refutation graph is a quadruple G = {L; C; ML; K), where L 
is a finite set of literal nodes in G. C is a partition of the set of literal nodes. Its 
members are clause nodes in G. ML is a mapping from Z to a set of literals. 
The set of links ̂  is a partition of a subset of L. There are no pure literal nodes 
in a refutation graph, i.e., every literal node belongs to some link in K. 

Input: a resolution proof Output: its corresponding refutation graph 

For all the steps in the resolution proof 
For all the literals that are involved in a step 

If its literal node does not exist 
create its corresponding clause (literal) node and add it into the refutation graph 

add a link between the literal nodes that are resolved (factored) together 
Return the refutation graph 

Fig. 1. The Transformation Algorithm. 

The main idea of explanations based on the refutation graph is to start from 
a literal node (or nodes) and traverse the graph. After the traversal is com­
pleted, each clause node involved in each step is translated into an entry in an 
explanation list consisting of its source axioms in DL. After some clean-up, 
e.g., deleting duplicate line, this explanation list can be further transformed 
into natural language style explanations. 
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The traversal algorithms of unsatisfiability reasoning can be described as 
follows: Start from the literal node corresponding to the unsatisfiable concept, 
follow the links to its complementary literal nodes Li, i =" \, ..,, n. For each of 
the literal nodes that are in the same clause node as Li, follow its untraversed 
link. Stop when there is no untraversed link left. The algorithm to explain the 
inconsistency reasoning is similar to the unsatisfiability case, except that the 
traversal will begin with one of the literal nodes involved in the first step of 
the resolution proof. 

The pseudo code of the algorithm is shown in Fig.2. It uses a stack, called 
SOT, which includes the literal nodes which are yet to be traversed. 

Input: a refutation graph Output: an explanation list 

If it is an unsatisfiable problem 
start from the unsatisfiable concept C 
else start from a concept C involved in the first step of the resolution proof 

SOT <- the associated literal node of C 
For all the literal nodes Li in SOT 

mark £/as "traversed" 
put the corresponding DL axiom of Z./into the explanation list 
For all the links that are adjacent to Li 
If the link was created from a factoring step 

mark the literal node at the opposite side of the link as "traversed" 
else 
For all the literal nodes JL t̂that in the same clause node as the opposite side of the link 

SOT <-XA 
Remove X/ from SOT 

Return the explanation list 

Fig. The Traversal Algorithm. 

Theorem 3 The unsatisfiability and inconsistency traversal algorithms are 
complete and can terminate with an explanation. 

Proof. Termination: In each step of the traversal, we decrease the number of 
literal nodes that remain untraversed, since once a literal node is traversed, it 
will not be traversed again. As the number of literal nodes in a refutation graph 
is finite, the traversal algorithm will terminate. 

Completeness: The completeness in our case means that at the end of the al­
gorithm, no literal node is left untraversed. That we cannot reach a blocked 
situation follows from the fact that every literal node in the refutation graph 
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has a complementary literal node connected by a link, i.e., every literal node is 
reachable through other nodes. • 

6 Example 

To help understand the algorithms, we show an example KB as follows: 

1. Pkymciatf C ShasDeyrcc.lJS 
2. Happy Person C Doctor U 3hasChiUL{P}iD n ~~^Poor) 
3. floppy Person Q \/hasChil(L Married 
4. Mot -BS 
5. Married C Person 11 3hasSpoifse. Per son 
6. Doctor C MhasDcgree.MD n Physician 
7. PhD n Married C Poor 

After being fed into Racer, HappyPerson is reported to be unsatisfiable. We 
set KB to be as below and show it to be inconsistent. 

A7i ~ KB [J{HappyPersoti(a)} 

where a is a fresh individual. 
Since Axiom 1, 2, 3, 5 and 6 contain qualified concept expressions. But as 

the structural transformation does not either decrease the number of the 
clauses or simplify the explanations for 1, 3, 5 and 6, we only show how it is 
converted to FOL formulae based on structural transformation for axiom 2. 
We introduce new names Q for this subconcept and get 

]IappyP( rson C Doctor Li 3hasChild,Q 

Qn PhDW-^Poor 

By applying unit resolution to this clause set and by converting the resolu­
tion proof to its refutation graph in our prototype system, we get the graph as 
shown in Fig.3. 
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-HP(x) 

HP(a) -HP(x) 

Doc(x) Q(f2(x)) 

hasC(x,y) M(y) 

-Q(x) -poor(x) 

-Q(x) PhD(x) h-1 

M(x) -PhD(x) poor(x) 

HP{x) lhasC(x,f2(x)) Doc(x) ^-Doc(x) l-hasD(x,y) MD{y) , 

Doc(x) Phy(x) Phy(x) hasD(x,f1(x)) 

Phy(x) BS(f1(x)) -BS(x) -MD(x) 

Fig.3. The Refutation Graph of the Example. 

By applying the algorithm to explain unsatisfiable concepts, we get an ex­
planation list as follows: 

1. Happy Person {(i) 
2. HivppyPivrHon C Dorior U 3hasChil(l{PhD H -^Poor) 
3. Doctor Q'^hasDrfjrce.MD n Pfiystcian 
4. PliysUdau C 3hasI)c(ircc.PS 
5. AID Q ~^BS 
6. Happy Person Q "ihasChiULMarrietl 
7. PhD n Married C Poor 

It reads as: if a is a HappyPerson, then it can either be a Doctor or has a 
child which is Q (PhD and not Poor). First, if it is a Doctor, then all its degree 
is MD and it is a Physician. Every Physician has a BS degree, however, BS is 
disjoint with MD. So there is a contradiction within the branch of Doctor. Sec­
ondly, if a has a child which is a PhD and not poor, since every child of a 
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HappyPerson is Married and every married PhD is poor, then a's child must be 
poor, which is a contradiction. So a cannot be a HappyPerson. 

7 Conclusions and Future Work 

In this paper, we presented a sound and complete algorithm based on resolu­
tion proofs for explaining DL reasoning. We have implemented a prototype 
system based on the algorithm to explain unsatisfiability and inconsistency 
queries w.r.t TBoxes/ABoxes in ACC. This system uses Racer as the DL rea-
soner and Otter [18] as the resolution based ATP. As input the system accepts 
problem descriptions in the KRSS syntax. All the components are imple­
mented in Java. As experiments show, our approach is suitable for small 
knowledge bases but, without any further refinements, it would generate long 
and complex explanations. Besides, although there is a resolution decision 
procedure based on the use of a particular selection function for ACC [5], 
which can decide satisfiability in ExpTime, with large and complicated exam­
ples, first-order resolution based provers will choke on such input, especially 
when considering to extend ACC to include number restrictions or transitive 
roles. To ensure that the first-order prover will finish, more sophisticated 
translations and resolution technique should be used. 
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Completion Rules for Uncertainty Reasoning with 
the Description Logic ACC 
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Abstract. Description Logics (DLs) are gaining more popularity as the foun­
dation of ontology languages for the Semantic Web. On the other hand, uncer­
tainty is a form of deficiency or imperfection commonly found in the real-
world information/data. In recent years, there has been an increasing interest in 
extending the expressive power of DLs to support uncertainty, for which a 
number of frameworks have been proposed. In this paper, we introduce an ex­
tension of DL {ACC) that unifies and/or generalizes a number of existing ap­
proaches for DLs with uncertainty. We first provide a classification of the 
components of existing frameworks for DLs with uncertainty in a generic way. 
Using this as a basis, we then discuss ways to extend these components with 
uncertainty, which includes the description language, the knowledge base, and 
the reasoning services. Detailed explanations and examples are included to de­
scribe the proposed completion rules. 

1 introduction 

Uncertainty is a form of deficiency or imperfection commonly found in real-
world information/data. A piece of information is uncertain if its truth is not 
estabHshed definitely [10]. Modeling uncertainty and reasoning with it have 
been challenging issues for over two decades in database and artificial intelli-
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gence research [2,10,12,13]. In recent years, uncertainty management has at­
tracted the attention of researchers in Description Logics (DLs) [1]. To high­
light the importance of the family of DLs, we describe its connection with on­
tologies and Semantic Web as follows. 

Ever since Tim Bemers-Lee introduced the vision of the Semantic Web [3], 
attempts have been made on making Web resources more machine-
interpretable by giving them a well-defined meaning through semantic mark­
ups. One way to encode such semantic mark-ups is using ontologies. An on­
tology is "an explicit specification of a conceptualization" [5]. Informally, an 
ontology consists of a set of terms in a domain, the relationship between the 
terms, and a set of constraints imposed on the way in which those terms can be 
combined. Constraints such as concept conjunction, disjunction, negation, ex­
istential quantifier, and universal quantifier can all be expressed using ontol­
ogy languages. By explicitly defining the relationships and constraints among 
the terms, the semantics of the terms can be better defined and understood. 

Over the last few years, a number of ontology languages have been devel­
oped, most of which have a foundation based on DLs. The family of DLs is 
mostly a subset of first-order logic (FOL) that is considered to be attractive as 
it keeps a good compromise between expressive power and computational 
tractabihty. 

Despite the popularity of standard DLs, it has been realized that they are in­
adequate to model uncertainty. For example, in the medical domain, one 
might want to express that: "It is very likely that an obese person would have 
heart disease", where "obese" is a vague concept that may vary across regions 
or countries, and "likely" shows the uncertain nature of this information. Such 
expressions cannot be expressed using standard DLs. 

Recently, a number of frameworks have been proposed which extend DLs 
with uncertainty, some of which deal with vagueness while others deal with 
probabilistic knowledge. It is not our intention to discuss which extension is 
better. In fact, different applications may require different aspects to be mod­
eled, or in some cases, it may even be desired to model different aspects within 
the same appHcation [14]. 

Following the approach of the parametric framework [11], we propose in 
this paper a generic DL with uncertainty as a unifying umbrella for several ex­
isting frameworks of DLs with uncertainty. This approach not only provides a 
uniform access over theories that have been expressed using DL with various 
kinds of uncertainty, but also allows one to study various related problems, 
such as syntax and semantics of knowledge bases, reasoning techniques, de-
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sign and implementation of reasoners, and optimization techniques in a 
framework-independent manner. 

The rest of this paper is organized as follows. Sect. 2 provides an overview 
of the standard DL framework and presents a classification of existing frame­
works of uncertainty in DL. In Sect. 3, we present our generic framework for 
DL with uncertainty in detail along with examples. We discuss how to repre­
sent uncertainty knowledge in a general way, as well as how to perform rea­
soning services. Finally, concluding remarks and future directions are pre­
sented in Sect 4. 

2 Background and related work 

This section first gives an overview of the classical DL framework. Then, a 
classification of existing frameworks of uncertainty in DL is presented. 

2.1 Overview of classical DL framework 

The classical DL framework consists of three components: 
L Description Language: All description languages have elementary desc­

riptions which include atomic concepts (unary predicates) and atomic ro­
les (binary predicates). Complex descriptions can then be built inductive­
ly from concept constructors. In this paper, we focus on the description 
language ^£C [1]. 

2. Knowledge Base: The knowledge base is composed of both intensional 
knowledge and extensional knowledge. The intensional knowledge in­
cludes the Terminological Box (TBox) consisting of a set of terminologi­
cal axioms, and the Role Box (RBox) consisting of a set of role axioms. 
On the other hand, the extensional knowledge includes the Assertional 
Box (ABox) consisting of a set of assertions/facts. 

3. Reasoning Component: A DL framework is equipped with reasoning ser­
vices that enables one to derive impHcit knowledge. 
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2.2 Approaches to DL with uncertainty 

On the basis of their mathematical foundation and the type of uncertainty 
modeled, we can classify existing proposals of DLs with uncertainty into three 
approaches: fuzzy, probabilistic, and possibilistic approach. 

The fuzzy approach, based on fuzzy set theory [19], deals with the vague­
ness in the knowledge, where a proposition is true only to some degree. For 
example, the statement "Jason is obese with degree 0.4" indicates Jason is 
slightly obese. Here, the value 0.4 is the degree of membership that Jason is in 
concept obese. 

The probabilistic approach, based on the classical probability theory, deals 
with the uncertainty due to lack of knowledge, where a proposition is either 
true or false, but one does not know for sure which one is the case. Hence, the 
certainty value refers to the probability that the proposition is true. For exam­
ple, one could state that: "The probability that Jason would have heart disease 
given that he is obese lies in the range [0.8, 1]." 

Finally, the possibilistic approach, based on possibility theory [20], allows 
both certainty (necessity measure) and possibility (possibility measure) be 
handled in the same formalism. For example, by knowing that "Jason's weight 
is above 80 kg", the proposition "Jason's weight is 80 kg" is necessarily true 
with certainty 1, while "Jason's weight is 90 kg" is possibly true with certainty 
0.5. 

3 Our DL framework with uncertainty 

To support uncertainty, each component of the DL framework needs to be ex­
tended (see Fig. 1). To be more specific, the generic framework consists of: 

1. Description Language with Uncertainty: The syntax and semantics of the 
description language are extended to express uncertainty. 

2. Knowledge Bases with Uncertainty: A knowledge base is composed of 
the intensional knowledge (TBox and RBox) and extensional knowledge, 
both extended with uncertainty. 

3. Reasoning with Uncertainty: The DL framework is equipped with reason­
ing services that take into account the presence of uncertainties in DL 
theories during the reasoning process. 



Completion Rules for Uncertainty Reasoning with the Description Logic ACC 209 

H 

Languag© 
i with yrcerlajniy 

fptensiooal Knowledpe 

TOox with 
Ur^certatniv 

Uncertainty 
w I 

ExtensiOfiai Knoviiedge 

ABox with 
yrrcertarly 

with Urx:ertaif*ty / 

Knowledge Bpse 
* i l h lif^ceftatr'ty 

Fig. 1. DL Framework with Uncertainty 

In what follows, we discuss each of these three components in detail, along 
with illustrating examples. Note that this paper extends our previous work [6] 
by presenting uncertainty inference rules for the reasoning component of the 
framework. 

3.1 Description Language with Uncertainty 

To provide a generic extension to a description language, one needs to develop 
a way to represent certainty values, and assign semantics to each element in 
the description language. 

Representation of Certainty Values 

To represent the certainty values, we take a lattice-based approach followed in 
the parametric framework [11]. That is, we assume that certainty values form a 
complete lattice shown as C = (V, r<), where V is the certainty domain, and :^ 
is the partial order defined on V. We also use -<, t , >-, and = with their obvious 
meanings. We use b to denote the bottom or least element in V, and use t to 
denote the top or greatest value in V. The least upper bound operator (the join 
operator) in £ is denoted by ©, its greatest lower bound (the meet operator) is 
denoted by ®, and its negation operator is denoted by ~. 
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The certainty lattice can be used to model both qualitative and quantitative 
certainty values. An example for the former is the classical logic which uses 
the binary values {0, 1}. For the latter, an example would be a family of multi­
valued logics such as fuzzy logic which uses [0, 1] as the certainty domain. 

Assignment of Semantics to Description Language 

The generic framework treats each type of uncertainty formalism as a spe­
cial case. Hence, it would be restrictive to consider any specific function to de­
scribe the semantics of the description language constructors (e.g., fixing min 
as the function to determine the certainty of concept conjunction). An alterna­
tive is proposed in our generic framework to allow a user to specify the func­
tions that are appropriate to define the semantics of the description language 
element at axiom or assertion level. We elaborate more on this later in Sect. 
3.2. 

To ensure that the combination functions specified by a user make sense, we 
assume the following properties for various certainty functions to be reason­
able. Most of these properties were recalled from [11], and are reasonable and 
justified when we verify them against existing extensions of DL with uncer­
tainty. To present these properties, we consider the description language con­
structors in ACC, We assume that the reader has a basic knowledge about ACC. 

Let 1 = (A^, •̂ ) be an interpretation, where ^ is the domain and -̂  is an in­
terpretation function that maps description language elements to some cer­
tainty value in V. 

Atomic Concept. The interpretation of an atomic concept ^ is a certainty 
value in the certainty domain, i.e., A'^(a) G V, for all individuals a e A^, For 
example, in the fuzzy approach, the interpretation of an atomic concept A is 
defined as A^{a) G [0,1], that is, the interpretation function assigns to every 
individual a in the domain, a value in the unit interval that indicates its mem­
bership to ^ . 

Atomic Role. Similar to atomic concepts, the interpretation of an atomic 
role Ris2i certainty value in the certainty domain, i.e., R^(a, b) G V, for all in­
dividuals a, b G A^. 

Top/Universal Concept. The interpretation of the top or universal concept 
T is the greatest value in V, that is, T -̂ = t. For instance, T corresponds to 1 
(true) in the standard logic with truth values {0,1}, as well as in any one of its 
extensions to certainty domain [0,1]. 
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Bottom Concept. The interpretation of the concept bottom i . is the least 
value in the certainty domain V, that is, JL̂  == b. This corresponds to false in 
standard logic with V = {0,1}, or corresponds to 0 when V == [0,1]. 

Concept Negation. Given a concept C, the interpretation of concept nega­
tion -'C is defined by the negation function ~: V -^ V, which satisfies the fol­
lowing properties: 

1. Boundary Conditions: -b^t and -t = b. 
2. Double Negation: ~(~a) = a, for all a eV. 
In our work, we consider the negation operator ~ in the certainty lattice as 

the default negation function. Other properties, such as monotonicity (i.e., Va, 
y8 e V, ~a h -yS, whenever a di /]) may be imposed if desired. A common inter­
pretation of-^C is 1 - C^{a), for all a in C. 

Before introducing the properties of combination functions which are ap­
propriate to describe the semantics of concept conjunction and disjunction, we 
first identify a set of desired properties which an allowable combination func­
tion f should satisfy. These functions are used to combine a collection of cer­
tainty values into one value. We then identify a subset of these properties suit­
able for describing the semantics of logical formulas on the basis of concept 
conjunction and disjunction. Note that, since/is used to combine a collection 
of certainty values into one, we describe/as a binary function from V x V to V. 
This view is clearly without the loss of generality and, at the same time, useful 
for implementing functions in general. 

1. Monotonicity:/(ai, a^) :^f(fiu^2), whenever at î  yS/, for z = 1, 2. 
2. Bounded Above:/(ai, ^2) — oih for i = 1, 2. 
3. Bounded Below:/(ai, a2) ̂  ai, for / = 1, 2. 
4. Boundary Condition (Above): Va G V,f(a, b) = a and/(a , /) = t, 
5. Boundary Condition (Below): Va G V,f(a, t)- a and/(a , b) = b. 
6. Commutativity: Va, j3 e V,f(a, fJ) ^fifi, a). 
7. Associativity: ^aj, d G VJ{aJ{^, S)) =f{f{aj\ S). 

Concept Conjunction. Given concepts C and D, the interpretation of con­
cept conjunction CnZ) is defined by the conjunction function/ that should 
satisfy properties 1, 2, 5, 6, and 7. The monotonicity property is required so 
that the reasoning is monotone, i.e., whatever that has been proven so far will 
remain true for the rest of the reasoning process. The bounded value property 
is included so that the interpretation of the certainty values makes sense. Note 
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that this property also implies the boundary condition (property 5). The com-
mutativity property supports reordering of the arguments of the conjunction 
operator, and associativity ensures that a different evaluation order of a con­
junction of concepts does not change the result. These properties are useful 
during the runtime evaluation used by the reasoning procedure. Examples of 
conjunctions include the usual product x and min functions, and bounded dif­
ference defined as bDiff(a, p) = max (0, a + yg - 1). 

Concept Disjunction. Given concepts C and D, the interpretation of con­
cept disjunction CUD is defined by the disjunction function// that should sat­
isfy properties 1, 3, 4, 6, and 7. The monotonicity, boundedness, boundary 
condition, commutativity, and associativity properties are required for similar 
reasons described in the conjunction case. Some common disjunction func­
tions are: the standard max function, the probability independent function de­
fined as ind {a, fJ) = a + P - a^ and the bounded sum function defined as 
bSum (a, P) = min (1, a + P), 

Role Value Restriction. Given a role R and a role filler C, the interpretation 
of the "role value" restriction Vi^.Cis defined as follows: 

Va E zi^ yR.C^ia) = ®b.A'{fdi-R\a, b\ C^{b))} 
The intuition behind this definition is to view \fR.C as the open first order 

formula Vfc. R{a, b) -> C{b), where R{a, b) -^ C{b) is equivalent to -^R{a, b) v 
C{b), and V is viewed as a conjunction over certainty values associated with 
R{a, b) -> C{b). To be more specific, the semantics oi-^R{a, b) is captured us­
ing the negation fimction ~ as -R^(a, b), the semantics of -^R{a, b) v C{b) is 
captured using the disjunction function a s / / {-R^{a, b), C^(b)), and V& is cap­
tured using the meet operator in the lattice ®^eJ^. 

Role Exists Restriction. Given a role R and a role filler C, the interpreta­
tion of the "role exists" restriction 3R.C is defined as follows: 

Va G zi^ 3R.C\a) = ®b.A^{fc (R\a, b\ C'{b))} 
The intuition here is that we view 3R.C as the open first order formula 3b. 

R(a, b) A C{b), where 3 is viewed as a disjunction over the elements of the 
domain. To be more specific, the semantics of 7?(a, b) A C{b) is captured using 
the conjunction function a s / {R^{a, b), C^(b)), and 3b is captured using the 
join operator in the lattice ©^e J^ 

Additional Inter-Constructor Properties. In addition to the aforemen­
tioned properties, we further assume that the following inter-constructor prop­
erties hold: 
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1. De Morgan's Rule: --(CUD) = - C n - i ) and -(CnZ)) = -CU-D. 
2. Negating Quantifiers Rule: -3ie.C = \/R.--C and -Vi?.C = 3i?-C 
The above two rules are needed to convert a concept description into nega­

tion normal form (NNF), i.e., the negation operator appears only in front of a 
concept name. Note that these properties restrict the type of negation, conjunc­
tion, and disjunction functions allowed in existing frameworks, and hence in 
our work. 

3.2 Knowledge Bases with Uncertainty 

As in the classical counterpart, a knowledge base E in the generic framework 
is a triple (T, 7 ,̂ .4), where T is a TBox, 71 is an RBox, and A is an ABox. 

An interpretation I satisfies a knowledge base S, denoted J N Z, iff it satis­
fies each component of S. We say that Z is satisfiable, denoted Z t̂  ±, iff 
there exists an interpretation X such that J N Z. Similarly, Z is unsatisfiable, 
denoted Z N ±), iff X fe^ Z, for all mterpretations X. 

To provide a generic extension to the knowledge base, there is a need to 
give a syntactical and semantical extension to both the intensional (TBox and 
RBox) and extensional knowledge (ABox). 

TBox with Uncertainty 

A TBox Tconsists of a set of terminological axioms expressed in the form 
(CQD, a){fc,fd) or (C = D, a){fc,fcD, where C and D are concepts, a G V is the 
certainty that the axiom holds, ŷ  is the conjunction function used as the seman­
tics of concept conjunction and part of the role exists restriction, andy^ is the 
disjunction function used as the semantics of concept disjunction and part of 
the role value restriction. As usual, the concept definition (C = D, a){fc,fj) is 
defined as <CE A a)(fcJJ} and {DQQ a)(fcj,). 

In order to transform the axiom of the form {C^D, a)(fc,fd) into its normal 
form, (T E^CUZ), cf)ifc,fd), we restrict the semantics of the concept subsump-
tion to be^j {^C^{a), D^{a)), where ~C^(a) captures the semantics of-"C, and 
fd captures the semantics of U in -^CUD. An interpretation X satisfies {CQD, 
a)(fcyfd) iff for all individuals a e A^\ ifd (-C^(a), D'^(a))) e a. By defining 
the semantics for concept subsumption this way, it also allows us to guarantee 
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that some basic properties hold, such as the Negating Quantifiers Rule de­
scribed in the previous subsection. 

RBox with Uncertainty 

The RBox 1^. is similar to the TBox except that we have role axioms instead of 
terminological axioms. In addition, no conjunction or disjunction functions are 
specified. Since existing DL frameworks with uncertainty do not allow role 
conjunction or role disjunction, we do not consider them in the generic frame­
work either. We also remark that since this generic framework supports only 
ACC, no role hierarchy is allowed. However, we include the definition of a 
RBox here for completeness. 

ABox witti Uncertainty 

An ABox A consists of a set of assertions of the form (a:C, a)(/c, fd) or ((a, 
b):R, a)(-, - ) , where a and b are individuals, C is a concept, î  is a role, a G V, 
fc is the conjunction function, y^ is the disjunction function, and - denotes that 
the corresponding combination function is not applicable. 

An interpretation X satisfies <a:C, a}(fc,fj) (resp. ((a, b):R, a)(-, -)) iff C^(a) 
e a (resp. R^{a, b) e a). 

3.3 Reasoning with Uncertainty 

In this section, we describe the reasoning procedure for the generic framework 
proposed here. Let li = (T, A) be a knowledge base, where Tis an acyclic 
TBox and .4 is an ABox. 

Satisfiabiiity Problem 

To check if a knowledge base I is satisfiable, first apply the pre-processing 
steps (described below) to remove the TBox, T. Then, initialize the extended 
ABox, -^0, with the resulting ABox (i.e., the one after pre-processing steps are 
performed), and initialize the constraint set, Co, to the empty set {}. After that, 
apply the completion rules (described below) to transform the ABox into a 
simpler and satisfiability preserving one. The completion rules are applied in 
arbitrary order as long as possible, until either •^i contains a clash or no fur-
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ther rule could be applied to - ^ j . If ^ i contains a clash, the knowledge base is 
unsatisfiable. Otherwise, an optimization method is applied to solve the system 
of inequations in Cj. If the system of inequations is unsolvable, the knowledge 
base is unsatisfiable. Otherwise, the knowledge base is satisfiable. 

Entailment Problem 

To determine to what degree is an assertion X true, given a knowledge base E 
= (T, A), we are interested in finding the tightest bound for which X is true. As 
an example, if the certainty values are expressed in a range [/, u], then we 
would like to find the largest / and the smallest u such that the knowledge base 
entails X. To do so, we follow the same procedure as the one for checking sat­
isfiability. However, instead of checking whether the system of inequations is 
solvable, we apply the optimization method to find the tightest bound for 
which X is true. 

Pre-processing Steps 

Before performing any inference procedure on the knowledge base, we do the 
following pre-processing steps. 

1. Replace each axiom of the form (C = D, d){fc,fd) with the following two 
equivalent axioms: {C^D, a)(fc,fd) and (DEC, a){fc->fd)' 

2. Transform every axiom in the TBox T into normal form. That is, replace 
each axiom of the form (CEZ), a)(fc,fd) with (T E -•CUD, a){fc,fd)' 

3. Transform every concept (including the ones in TBox and ABox) into 
negation normal form. 

4. For each individual a in the ABox A and each axiom {TQ--CUD, a)(fc, 
fd) in the TBox T, add {a : -CUD, a){f'cjd) to A 

5. Apply the clash trigger (described below) to check if the initial knowled­
ge base is inconsistent. 

Completion Rules 

As in the classical DL, completion rules are a set of satisfiability preserving 
transformation rules that allows us to infer implicit knowledge from the ex­
plicit one (i.e., the one specified in the original set of assertions in the ABox). 
In our generic framework, we have specified the following completion rules: 
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clash triggers, concept assertion rule, role assertion rule, negation rule, con­
junction rule, disjunction rule, role exists restriction rule, and role value re­
striction rule. In what follows, we describe each of these rules in detail. 

Let a, P be certainty values in the certainty domain. Also let xx be the vari­
able denoting the certainty of assertion X, and F be either a certainty value in 
the certainty domain or an expression over certainty variables and values. The 
completion rules are defined as follows. 

^f 
Clash Triggers: 
<a:JL,/X-,-)G 

{{a : A, a){- -) , {a : A, p){-, -)} e -4f, with ®(a, p)-0 

The purpose of these clash triggers is to detect any possible contradictions 
in the knowledge base. Note that we use _L as a synonym for Ar\--A, and T as 
a synonym for AU-'A. 

The last clash trigger detects the contradiction in terms of the certainty val­
ues specified for the same assertion. To be more specific, in case there is no 
intersection in the certainty values specified for the same assertion, we have 
conflicting assertions, hence a contradiction is detected. For example, suppose 
the certainty domain is defined as V = C[0,1], meaning the set of closed subin-
tervals [a, P] in [0, 1] such that a ::̂  yff. If a knowledge base contains both asser­
tions {John-Jail, [0.8, 0.9]) and (JohmTall, [0.2, 0.4]), then the last clash trig­
ger will detect such conflicting information in the knowledge base. 

Concept Assertion Rule: 
\n.{a:A, / )<- , - ) G ^ f , and 

2.(xa:A = r) ^ Cy, and 

3. r i s not the variable Xa.A 
ihen CjH =CjU {(xa:A = r)} 

This rule simply adds the certainty value of each atomic concept assertion to 
the constraint set Cj, For example, if we have the assertion {JohniTall, [0.6, 
0-9])(-, -) in the ABox, then we add the constraint {xjohn-jaii = [0.6, 0.9]) to the 
constraint set Cj. 

Role Assertion Rule: 
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if 1. {(a, b):R, / )< - - ) G ^ f , and 
2. (x(̂ ,z,):i? = r ) ^ Cy, and 
3. r i s not the variable X(a, tyR 

then Cj^i = Cj u {( x^a, tyn = / ) } 

Similar to the Concept Assertion Rule, this rule simply adds the certainty 
value of each atomic role assertion to the constraint set Cj. For example, if we 
have the assertion {(John, Diabetes):hasDisease, [0.8, 0,9])(-, - ) in the ABox, 
then we add the constraint (x(john, Diabetes)±asDisQasQ = [0.8, 0.9]) to the constraint 
set CJ. 

Negation Rule: 
if 1. ( a : - ^ , / ) ( - , - ) G-^f, and 

then ^w = >̂ f u {{a : A, - / )<- , -)} 

The intuition behind the negation rule is that, if we know an assertion has 
certainty value F, then the certainty of its negation can be obtained by applying 
the negation operator in the lattice to F, For example, if the certainty domain is 
V = C[0,1], and the negation operator is defined as -([a, yff] = [1 - yff, 1 - a]. 
Then, if we have the assertion (John : -"Ja//, [0.4, 0.8])(-, - ) in the ABox, we 
could also infer that {John : Tall, [0.2, 0.6])(-, - ) . 

Conjunction Rule: 
\f{a:Cr\D,F){f^,f^e^ 
then for each ^ e {C,D} 

if 1. !F is atomic, and 
Z{a:¥,x,:^){-,-)^^f 

then ^ff 1 - ^f u {(a : W, Xa:w){-. -)} 
else if 1. ! îs not atomic, and 

2.{a:W,Xa..w){fcJd)^^' 
then ^ff 1 - ^ f u {{a : % XaMcJd)) 

if(/c(x«:C,^«:Z))=/l ^ <̂ '> 
t h e n Cy+i = Cj U {(f, (Xa:C, Xa:D) = F)} 

if (fc (Xa:C, Xa:D) ^ Xa,^) ^ Cj, 

t h e n Cj+i = CJ U {(fc (Xa:C, Xa:D) ^ Xa:^)} 
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The intuition behind this rule is that, if we know an individual is in C D Z), 
we know it is in both C and D. In addition, according the semantics of the de­
scription language, we know that the semantics of CDJD is defined by apply­
ing the conjunction function to the interpretation of a:C and the interpretation 
of a:D, Finally, the last part of the rule re-enforces the "bounded above" prop­
erty of the conjunction function. 

For example, if we have the assertion {JohmTallnThin, [0.6, O.S]){mm, ma) 
in the ABox, then we could infer that {JohmTall, xjohn:Taii){-, -) and 
{JohmThin, xjohn-.mnX-, -\ with the constraint (min {xjohn-jaih xjohn-.mn) = [0.6, 
0.8]) satisfied. In addition, based on the property of the conjunction fiinction, 
w e a l s o k n o w t h a t min {XjohmTalh Xjohn-.mn) ^ hoth Xjohn-.Tall ̂ nd Xjohn-.Thin-

Disjunction Rule: 
\f{a:CUD,jO<f,JJ)G^i 
then for each ^ G {C,D} 

if 1. !P is atomic, and 
2.<a:JF,x,:^X-,-)^>*f 

then 4 f 1 =^fu {{a : ¥, Xa:w){-, -)} 
else if 1. !P̂ is not atomic, and 

l,{a:W,Xa..w)(fcJd)^^' 
then >*f+i = A u {{a : W, Xa..w)(fcjd)} 

if (fd {Xa:C, Xa:D) = T) ^ Cj, 

then C î = Cj u {(/̂  {xa-.c, Xa-.o) = JT)} 
if (fd (Xa:C, Xa:D) ^ ^a:!^) ^ Cj, 

t h e n Cy+1 = CJ U {(/^ (X^:c, Xa:D) ^ Xa:^)} 

The intuition behind this rule is that, if we know an individual is in CUD, 
we know it is in either C, D, or in both. In addition, according the semantics of 
the description language, we know that the semantics of CUD is defined by 
applying the disjunction fixnction to the interpretation of a:C and the interpre­
tation of a:D, Finally, the last part of the rule re-enforces the "bounded below" 
property of the disjunction function. 

For example, if we have {John\RichUCarFanatic, [0.6, 0.8])(mm, mca) in 
the ABox, then we could infer {John\Rich, Xjohn-.mchX-, -) and {John: CarFa-
natiC, Xjohn:CarFanatic){-, " ) , w i t h t h c COnStraiut {max (Xjohn-.Rich XjohmCarFanatic) = 
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[0.6, 0.8]) satisfied. In addition, based on the property of the disjunction func­
tion, we also know that max (xjohn-.Rtch xjohn-.carFanaUc) ~ both xjohmRich and 
Xjohn: CarFanatic • 

Role Exists Restriction Rule: 

then if there exists no individual b such that (fc (x(a, tyR, Xb.c) "^ ̂ a3R.c)^^'j 
then ^f-fi = ̂ f u {{{a, b):R, x^,,,yR){- -)} 

if C is atomic 
then -4f-,i = Af u {{b:Q Xf.cX- -)} 
else '̂ f-f 1 - ^f u {{b:Q xt:c){fcJJ)} 
where Z) is a new individual 

if 7̂  is not the variable XaSR.c 
then if (xaSR.c = ̂ 0 e Cy 

then if l . r ^ r ; a n d 
2.7" is not an element in F' 

then {xa.3R,c = n ^ (xa:3R.c = ®(r, n) 
where © is the join operator of the lattice and 

<— means whatever is on the LHS is 
replaced by the RHS 

e l s e Cj+i ^'CjKJ {(Xa-3R.C = r)} 

The intuition behind this rule is that we view 3R.C as the open first order 
formula 3b. R(a, b) A C(b), where 3 is viewed as a disjunction over the ele­
ments of the domain. That is, the semantics of R{a, b) A C{b) is captured using 
the conjunction function as fc (R^(a, b), C^{b)), and 3b is captured using the 
join operator in the lattice © ê j ^ 

For example, if the join operator is sup (supremum), and we have the asser­
tion {John\3hasDisease.Diabetes, [0.4, 0.6]Xmm, max) in the ABox. Then, we 
could infer that {{John, dl):hasDisease, x^ohn, diy.hasDisease){-, -) and 
{dl\Diabetes, XdhDiahete^{-, -) , where dl is a new individual. In addition, the 
c o n s t r a i n t s (min {X(john, diyhasDlseasei ^dl-.Diabetes) ~ ^JohmlhasDisease.Diabetes) ^ n d 

{xjohn-3hasDisease.Diabetes = [0.4, 0.6]) must bc satisficd. Now, suppose wc havc yet 
another assertion {JohnShasDisease.Diabetes, [0.5, 0,9]){min, max) in the 
ABox. Then, when we apply Role Exists Restriction Rule, we will not gener-



Volker Haarslev, Hsueh-Ieng Pai, Nematollaah Shiri 220 

ate a new individual. Instead, we simply replace the constraint 
{XjohnShasDisease.Diabetes ~ [ 0 . 4 , 0 . 6 ] ) i n Cj w i t h t h c COnStraint {Xjohn:3hasDisease.Diabetes ~ 

sup ([0.5, 0.9], [0.4, 0.6])), where sup is the join operator in the lattice. This 
new constraint takes into account the certainty value of the current assertion as 
well as that of the previous assertion. 

Role Value Restriction Rule: 
if {{a : \/R.C, mcjd\ ((a, byR, T ^ - , -)} e ^f 
then if 1. C is atomic, and 

then ^Ux - ^f u {{b : C, xt.c){-, ->} 
else if 1. C is not atomic, and 

2.{b:Qxk..cWcJd)^^' 
then f̂-f I - ^ u {{b : C, x,,cWcJd)} 

'f {fd (^X(^a,b):R, Xh-c) ^ ^a:Vi?.c) ^ ^7 

t h e n Cy+i = Ĉ - U {(fd i-X(^a,b):R, Xb:c) = ^a:V/?.c)} 

if r is not the variable Xa:\/R.c 
then \f{xa:yR.c = r")e Cj 

then if l.r^^^r", and 
2. r i s not an element in f 

t h e n (X,:v/?.C = r ' ) <r- (X,:vi?.c = ® ( r , T ^ ^ ) 

where ® is the meet operator of the lattice and 
<r- means whatever is on the LHS is 
replaced by the RHS 

else Cjn = CJ U {{xa-.yR.c = /)} 

The intuition behind this rule is to view \/R.C as the open first order for­
mula \/b. R{a, b) -> C{b), where R{a, b) -> C{b) is equivalent to -'R{a, b) v 
C{b), and V is viewed as a conjunction over certainty values associated with 
R{a, b) -^ C{b). That is, the semantics of-^i^(a, b) is captured using the nega­
tion function - as -R^(a, b), the semantics of ^i^(a, b) v C{b) is captured using 
the disjunction function asy^ {-R'^(a, b), and \fb is captured using the meet op­
erator in the lattice ®6e J^ 

For example, if the meet operator is m/(infimum), and we have assertions 
{John:\/hasPet.Dog, [0.4, 0.6])(mm, max) and {{John, dl):hasPet, [0.5, 0.8])(-
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, - ) in the ABox. Then, we could infer that {dl\Dog, Xdi-.Do^i--, -)• In addition, 
the constraints {max {-x^john,di):hasPeh ^dhDo^ = xjohmyhasPeWog) and (xjohn 
= [0.4, 0.6]) must be satisfied. Now, suppose we have yet another assertion 
{John:\fhasPet.Dog, [0.5, 0.9]){min, max) in the ABox. Then, when we apply 
Role Value Restriction Rule, we simply replace the constraint {xjohn-y^hasPeWog 
= [0.4, 0.6]) in Cj with the new constraint (xjohn-.yhasPetDog = inf ([0.5, 0.9], [0.4, 
0.6])), where inf is the meet operator in the lattice. Note that the new constraint 
takes into account the certainty value of the current assertion as well as that of 
the previous assertion. 

3.4 Illustrative Example 

Most of the proposed fuzzy DLs ("most" because our framework supports 
only ACC) can be represented in the generic framework by setting the certainty 
lattice as £ = (V, ::<), where V = C[0,1] is the set of closed subintervals [a, yff] in 
[0, 1] such that a:i J3. The negation operator in this case is defined as ~([a, ^]) 
== [1 -yS, 1 - a]}. In [7,15,17,18], the meet operator is m/(infimum) and the 
join operator is sup (supremum). On the other hand, in [16], min is used as the 
meet operator, and max is used as the join operator. The conjunction function 
used in all these proposals is min, whereas the disjunction function used is 
max. As an example, suppose we have the following fuzzy knowledge base: 

T= {{3owns.Porsche Q (RichUCarFanatic), [0.8, l]){min, max), 
(Rich Q Golfer, [0.7, 1])<-, max)} 

A= {{Tom : Bowns.Porsche, [0.9, l]){min,-), 
{Tom : -^CarFanatic, [0.6, 1]X-, -)} 

Then, we first transform all the axioms into normal form: 
T= {{TQ {(\/owns.-^Porsche)U(RichUCarFanatic)), [O.S,l]){min, 

max), 
{TQ(-^RichUGolfer), [0.7, 1])(-, max)} 

After that, we could remove the axioms in the TBox T by adding the corre­
sponding assertions to the ABox A. To be more specific, for each individual a 
in the ABox (in this case, we have only one individual, Tom, in the ABox) and 
for each axiom of the form (T Q -^CUD, a){f,fj) in the TBox, we add an as­
sertion {a'.-'CUD, a){fc,fj) to the ABox. Hence, in this step, we add the follow­
ing two assertions to the ABox: 

{{Tom : ((\/owns.^Porsche)U(RichUCarFanatic)), [O.S,l]){min, 
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max), 
{Tom : {--Rich U Golfer), [0.7, 1])(-, max)} 

Now, we can initialize the extended ABox to be: 
Ai = {Tom : 3owns.Porsche, [0.9, l]){min, -) , 

{Tom : -"CarFanatic, [0.6, !])(-, -) , 
{Tom : ({\/owns.~'Porsche)U(Rich UCarFanatic)), [O.S,l]){min, 

max), 
{Tom : {--Rich U Golfer), [0.7, 1])(-, max)} 

and the constraint set to be Co = {}. 
Note that, according to the clash triggers, there is no trivial contradiction in 

the knowledge base. So, once the pre-processing steps are over, we are ready 
to apply the completion rules to construct the model. For sake of brevity, we 
show only how to apply the Role Exists Restriction Rule to the first assertion. 

According to the first assertion, {Tom : 3owns.Porsche, [0.9, l]){min, -), 
Tom must own at least one Porsche, with certainty more than 0.9. Indeed, 
when we apply the Role Exists Restriction Rule to this assertion, we get: 

-4f = ^ 0 U {{{Tom,pi) : owns, X^Tom,pl):owm){-, - ) , 

(pi: Porsche, Xpi.,Porsche){-, -)} 
where/?i is a new individual 

^'1 ^0 ^ Wpiin [X(Tom,pi):owns7 Xp\-porsche) -^Tom:3owm.Porsche)) 

^Tom:3owns.Porsche 

[0.9, 1])} 
After applying the Role Exists Restriction Rule to the first assertion, we can 

continue applying other completion rules to the rest of assertions in the ex­
tended ABox until either we get a clash or no further rule could be applied. If a 
clash is obtained, the knowledge base is inconsistent. Otherwise, a linear pro­
gramming technique is applied to check if the system of inequations is solv­
able, or to find the tightest bound for which an assertion is true. 

Now, suppose we want to reason about the same knowledge base using ba­
sic probability instead of fuzzy logic. Then, we may replace the conjunction 
function in the knowledge base with the algebraic product {x{a, P) = afi), and 
the disjunction function with the independent function {ind {a,P) = a-^p- aP) 
if desired. For example, the first terminological axiom in the above knowledge 
base can be interpreted using simple probability as: {3owns.Porsche E 
{RichUCarFanatic), [0.8, l]Xx, ind), which asserts that the probability that 
someone owns a Porsche is Rich or CarFanatic is at least 0.8. Once the knowl­
edge base is defined and the pre-processing steps are followed, the appropriate 
completion rules can be applied to perform the desired inference. Note that. 
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since reasoning with probability requires extra information/knowledge about 
the events and facts in the world (S), we are investigating ways to model 
knowledge bases with more general probability theory, such as posi­
tive/negative correlation [9], ignorance [9], and conditional probability [4,8]. 

It is important to note that, unlike other proposals which support only one 
form of uncertainty for the entire knowledge base, our framework allows the 
user to specify different combination functions (/c, fj) for each of the axioms 
and assertions in the knowledge base. For example, for a given knowledge 
base, an axiom may use (min, max) as the combination functions, while an­
other axiom may use (x, ind). This is in addition to the fact that our generic 
framework can simulate the computation of many DLs with uncertainty, each 
having different underlying certainty formalism. 

4 Conclusion and Future Works 

We introduced a generic framework which allows us to incorporate various 
forms of uncertainty within DLs in a uniform way. In particular, we abstracted 
away the underlying notion of uncertainty (which could be fuzzy, probability, 
possibilistic, etc.), the way in which the constructors in the description lan­
guage are interpreted (by flexibly defining the conjunction and disjunction 
functions), and the way in which the inference procedure proceeds. An imple­
mentation of the proposed generic framework is underway. In addition, on the 
basis of the finite model property and disallowing terminological cycles, we 
can guarantee termination of the proposed reasoning procedure. We are work­
ing to establish this and the completeness of this procedure. As future work, 
we plan to further extend the generic framework to a more expressive frag­
ment of DL (e.g., SJiOlN)^ and study optimization techniques for the ex­
tended framework. 
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